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Abstract: old price is complicated for containing many factors. So the evolution process in the gold
price is important. In the paper the sequence of gold price is defined as a time series. The ARMA
model is used to solve time series problems, especially in the field of finance. The ARMA model is a
regression model developed by Box and Jenkins to identify, assess and diagnose dynamic time series
model in which the time variable plays a key role. The paper collects the afternoon fixing price of
London gold market the period of 1990-01-01 to 2018-01-12 (7315 working days) and uses ARMA
model to solve the short-term forecast problem of gold price. The paper is helpful to gold investors to
make more scientific decision-making.

1. Introduction

Time series is a series of chronological order data. There is a certain dependence between them.
Therefore, we can forecast the future data through the study of time series. The paper collects the
afternoon fixing price of London gold market the period of 1990-01-01 to 2018-01-12 (7315 working
days) and uses ARMA model to solve the short-term forecast problem of gold price. The paper is
helpful to for gold investors to make more scientific decision-making.

2. ARMA Model and Stability Test
2.1 ARMA Model

The time series are time dependent variables. A single sequence value of the time series is
uncertain, but the variation of the whole sequence is regular. So time series can be approximated with
corresponding mathematical models. The ARMA model is a commonly used stochastic time series
analysis model. It is created by Box and Jenkins, also known as B-J method. There are three basic
types of models: auto-regressive (AR), moving-average (MA) and auto-regressive& moving-average
(ARMA) ™M,

The auto-regressive (AR) model reflects the relationship between the current value and the
previous values. The mathematical formula of AR model is

Ve = $1Veo1 + OoVez + o+ OpYi—p T & (1)

They, is a stationary time series. The ¢; (i=1,2,...,p) are undetermined coefficients of AR
model. The p is the order of AR model. The &, is the error of AR model.

The moving-average (MA) model reflects the random error relationship between the current value
and the previous values. The mathematical formula of the MA model is

Ve = € — 0181 — 0282 ... = BqE¢ (2)

The y, is a stationary time series.0;(j=1,2,...,q) are undetermined coefficients of MA model. The g
is the order of MA model. The g, is the error of MA model.

The ARMA model is a combination of the AR model and the MA model. The mathematical
formula of the ARMA model is the

Ve = $1Vi—1 + O2Vi—z + -+ Op¥i—p + & — 0181 — 0285 ... — OgEi_q (3)
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The parameters of formulas (3) are the same as formula (1) and formula (2).

The suitable model can be chosen, according to the autocorrelation coefficient diagram and the
partial correlation coefficient diagram of the sequence.

If the autocorrelation coefficient is trailing and the partial correlation coefficient is p order
truncation, the AR(p) model should be selected. If the partial correlation coefficient is trailing and the
autocorrelation coefficient is q order truncation, the MA(g) model should be selected. If the partial
correlation coefficient is trailing and the autocorrelation coefficient is trailing, the ARMA (p, Q)
model should be selected.

2.2 Stability Test

For a time series, it is necessary to test whether it is stationary. The ADF test is a commonly used
unit root test method to test stationarity. A sequence which has a unit root is non-stationary. The
non-stationary original sequence as a first order difference needed further processing. Then the
stability of the sequence difference was re-inspected. The basic formulas of ADF test are as follows:

Aut =C+ 8ut_1 + Z?z_ll BiAui—l + £t (4)
8
ADF = o= )

The S(8) is the sample standard deviation of 5.

With compare the ADF critical value and ADF statistical value, we can judge whether the original
hypothesis (& = 0) should be rejected. If the ADF statistical absolute value is more than the ADF
critical absolute value, we do not accept the original hypothesis (6 = 0). And this time series is
stationary. If the ADF statistical absolute value is less than the ADF critical absolute value, we accept
the original hypothesis (& = 0) , and this time series is non-stationary.

3. Empirical Analysis
3.1 Original Data & Stabilization

The paper collects the afternoon fixing price of London gold market the period of 1990-01-01 to
2018-01-12 (7315 working days) from https://www.gold.org.
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Fig. 1 Daily price Fig. 2 First order difference data

From fig. 1, the daily gold price is a non-stationary time series. But the sequence of first order
difference may be stationary (fig. 2).

The test results are as fig. 3. The ADF test are applied to test the original data sequence. It was
found that the data has a unit root process. So the original hypothesis (6=0) is accepted. And the
original data sequence is non-stationary.

In addition, the ADF test should be used to test the stability of the first order difference sequence.
The test results are as shown in fig. 4. The ADF statistic absolute value of the first order difference
sequence is 85.96033. It is more than 1% level critical absolute value 3.431067. And its P-value
(0.0001) is less than 0.05. These mean passing through the ADF test. The original hypothesis (6=0) is
not accepted. And the sequence of the first order difference is stationary °!.
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Mull Hypothesis: USD has a unit root Mull Hypothesis: DY_USD has a unit root
Exogenous: Constant _ Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=35) Lag Length: 0 (Automatic - based on SIC, maxlag=35)
t-Statistic Prob.* t-Statistic Prob.*

Augmented Dickey-Fuller test statistic -0.443863 0.8993 Augmented Dickey-Fuller test statistic -85.96033 0.0001
Test critical values: 1% level -3.431067 Test critical values: 1% level -3.431067

5% level -2.861741 5% level -2.861741

10% level -2 566919 10% level -2.566819
*MacKinnon (1996) one-sided p-values. *MacKinnon (1996) one-sided p-values.

Fig. 3 The ADF of original data sequence Fig. 4 The ADF of first order difference sequence
3.2 Autocorrelation & autocorrelation analysis

The autocorrelation coefficient of the original sequence in fig. 5 decreases very slowly. The
original data sequence is not stationary. Form fig. 6, the trailing of autocorrelation diagram and partial
autocorrelation diagram is very significant. And the P-values are all less than 0.05. The forecasting
should be established by using the ARMA model. The P and Q values in the final model need to be
determined by using the P-value test and the AIC minimum criterion.

Date: 011718 Time: 19:11 Date: 011718 Time: 19:32
Sample: 1/01/1990 1115/2018 Sample: 1/01/1990 1/15/2018
Included observations: 7315 Included observations: 7314
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14 0995 -0.020 102004 0.000 14 -0.036 -0.038 63.282 0.000
15 0895 0019 109261 0000 15 -0.035 -0.032 72.209 0.000
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Fig. 5 The diagram of original sequence  Fig. 6 The diagram of first order difference sequence

Form fig. 6, the autocorrelation coefficient is the 13 order tailing. And the partial autocorrelation
coefficient is the 13 order tailing. The following ARMA models are selected [*°!.

Dependent Variable: D(USD)
Wethod: Least Squares

Date: 011718 Time: 20:19

Sample (adjusted): 119/1990 112/2018
Included observations: 7301 after adjustments
Convergence achieved after 9 iterations

MA Backcast: 1/02/1980 1/18/1990

W Eror  BStabstic  Prod,

Variable Coeficient  Std.Eror  tStatistic  Prob
0113842 1058157 02900
0150556 526234 0.0004 AR(13) 0533878 0149341 3574888  0.0004
0.155340 2537 00018 MA(12) 0488360 0154147 -3168142  0.0015
R-squared 0002923 MWean dependent var 0125106
Adjusted R-squared 0.002787 S.D. dependentvar 9.254096
SE. ofregression 9241194  Akaike info criterion 7.285493
Sum squared resid 6233321 Schwarz criterion 7.287382
Log likelihood -26593.69 Hannan-Quinn criter. 7.286143
Durbin-Watson stat 2004992
Inverted AR Roots 95 84-44i B4+ 44i 54+ 78i
54-.78i 11-.951 11+.951 -.34-89i
-34+ 890 -71+63i -71-83i -93-23i
-93+.23
Invertad MA Roots PR Inverted MA Roots 95 84-44i B4+44i 54+ 780
11- 241 54-78i 11-94i A1+94i -34-880
T1= 42 -34+88i -T1+63i -71-63i -92-23i
-92+23j

Fig. 7 ARIMA (13,1,13) Fig. 8 ARIMA (13,1,13) model of removing constant C

The P-value of constant term C (0.2900) is not less than 0.05. The constant item C should be
removed. And the ARIMA (13,1,13) model should be reestablished. After removing the constant C,
the results of fig. 8 shows that the coefficient of the model is significant. And the AIC value becomes
less. The new ARIMA (13,1,13) model is more accurate.

3.3 Residual Test

If the autocorrelation coefficient of the residual sequence is in the random interval, the residual
sequence is white noise. If the residual sequence is white noise, that shows the useful information has
been extracted. The test results of the residual sequence are as fig. 9. The P- values are more than 0.05.
The residual sequence of model is white noise. It can be determined that the fitting effect of the model
is good.
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Date: 0117118 Time: 20:27
Sample: 1/01/1990 1/15/2018
Included observations: 7301
Q-statistic probabilities adjusted for 2 ARMA terms

Autocorrelation Partial Correlation AC PAC  Q-Stat Prob

-0.003 -0.003 0.0522

-0.019 -0.019 26255

-0.002 -0.002 2.6420 0.104
0.007 0.006 29523 0229
0.020 0.020 57459 0.125
-0.014 -0.014 7.2383 0124
-0013 -0012 84602 0133
-0.009 -0010 90940 0168
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Fig. 9 Residual correlation diagram
3.4 Forecasting

Using the established model to forecast the gold price in the next 1 working days (2018-01-15).
Because the dynamic forecast value is straight line and absolute percent error is 40.15768%, it shows
that the effect of dynamic forecast is not good (fig. 10) ). The static forecasting can fit the gold price
curve We[;}. And its absolute percent error is only 0.660356%. The static forecasting model should be
selected "',

The static forecast value is 1337.345. And the actual value is 1339.25. The error rate of result is
about 0.14224%. The forecasting result is as fig. 11.
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Fig. 10 The dynamic forecast graph Fig. 11 The static forecast graph

4. Summary

As a crucial constituent of financial market, the gold trading market has been attracting much more
interest by investors. When the gold market was established, there have been extensive researches on
how to forecast the gold price. Based on the ARMA model of time series, the paper forecast the
short-term gold price. The ARMA model has a good effect on the forecasting of non-stationary time
series data. The establishment and solution of the ARMA model of gold price time series can provide
reliable information service and decision guidance for investors.
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