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Abstract—A new speech denoising method that aims for 
processing corrupted speech signal which is based on the sparse 
representation theory of speech signal. In this paper, we train a 
composite dictionary consisting of the concatenation of the speech 
dictionary and the noise dictionary by using the K-SVD algorithm. 
Noise is divided into structured and unstructured noise in this 
paper. For structured noise, we train speech and noise dictionary 
firstly, and then according to the different coherence between 
speech and noise, we use LARC algorithm with a suitably chosen 
residual coherence threshold to realize the separation of the speech 
and the noise. For unstructured noise, we only need speech 
dictionary to extract the clean speech from corrupted speech. 
Experiments indicate that the proposed method gives better 
enhancement results in terms of quality measures of speech. The 
proposed method outperforms the universal dictionary speech 
enhancement algorithm. 

Keywords—speech denoising; composite dictionary; K-SVD 
algorithm; speech enhancement; LARC algorithm 

I. INTRODUCTION 

Speech is important information carrier of language 
communication. It narrows the communication gap between 
people and speeds up the exchange of information [1]. However, 
there are many different kinds of noise in the real world, which 
tends to reduce speech clarity and intelligibility [1].Therefore, 
the research of speech enhancement technology is particularly 
important. Speech enhancement technology has been applied in 
many areas, such as mobile communications, hearing aids and 
pre-treatment of speech recognition system [2].The purpose of 
speech enhancement is to extract the clean speech signal from 
the noisy speech signal as much as possible, so as to improve the 
clarity and intelligibility of the speech signal. At present, there 
are many ways to implement speech enhancement. The 
traditional methods including spectral subtraction, wiener 
filtering and subspace methods [1].  

In recent years, with the development of sparse 
representation theory, sparse representation and dictionary 
learning techniques have been widely used in the field of signal 
processing [3].The signal sparse representation refers to the 
over-complete atomic dictionary select a few atoms for linear 
combination to approximate the signal [4].The purpose of 
dictionary learning is to find the optimal set of atoms which can 
capture the characteristics of these signals well [4]. Sparse 
representation in speech signal processing applications are 
mainly focus on Voice Activity Detection (VAD), pitch 
estimation, speaker recognition and speech recognition [4]. At 
present, speech enhancement algorithms based on sparse 

representation are also discussed in some literature. For example, 
in the literature [2], a speech enhancement algorithm for sparse 
representation in the time domain is proposed. In this algorithm, 
a dictionary is obtained by using the K-singular value 
decomposition (K-SVD) algorithm and the clean speech is 
reconstructed by the Orthogonal Matching Pursuit (OMP) [2]. 

The traditional speech enhancement algorithm based on 
sparse representation is a universal dictionary denoising 
algorithm [1]. It trains a universal dictionary and separates the 
speech and the noise by controlling the sparsity of the signal 
decomposition on the dictionary according to the sparsity of 
speech and noise [2]. This method has some obvious effects on 
denoising of unstructured noise (such as Gaussian white noise). 
However, in real life, there are many structured noises, which 
have the same sparsity as the speech [5]. Therefore, it is very 
difficult to achieve the separation of speech and noise by this 
method. This paper uses a speech enhancement algorithm based 
on the joint dictionary learning, which is implemented in the 
short-time Fourier transform (STFT) magnitude domain [5]. 
First, assuming that the magnitude of the noisy speech is a linear 
additivity of the noise magnitude and the speech magnitude [6], 
ignoring the influence of the phase [7]. Then, we use the training 
samples of speech signal and noise signal to learn the speech 
dictionary and the noise dictionary respectively, then 
concatenate these two dictionaries. In the enhancement part, we 
use the least angle regression (LARS) with a coherence criterion 
(LARC) algorithm [2], the noisy signal is sparsely represented 
on this composite dictionary. According to the coherence 
between the signal and the dictionary, the speech and the noise 
can be respectively represented by the corresponding dictionary. 
Finially, we extract the clean speech from the corrupted speech 
signal. 

II. METHOD 

Consider the following model for noisy speech: 

y	=	s	+	i (1)

where y, s and i denote noisy speech, clean speech and noise, 
respectively. The purpose of speech enhancement is to estimate 
the speech components ŝ  from the noisy signal and reconstruct 
the original clean speech. The proposed method in this paper is 
divided into two parts: dictionary learning part and speech 
enhancement part [8]. The specific process is as follows. 
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FIGURE I. SPEECH ENHANCEMENT BLOCK DIAGRAM BASED ON 

JOINT DICTIONARY 

A. Dictionary Learning Part 

We consider a signal x and an over-complete dictionary 
D	=	[d(1)d(2)d(3)⋯d(L)]∈RD×L consisting of L unit-norm atoms. 
We slide a window to divide the signal into N frames and make 
short-time Fourier transform with this signal, and then we obtain 
a signal matrix X=ൣxሺ1ሻxሺଶሻ⋯xሺNሻ൧∈RD×N. Signal matrix X can 
be decomposed into a dictionary D and a coding 
C=ൣcሺ1ሻcሺ2ሻ…cሺNሻ൧∈RL×N . The target function of dictionary 
learning is given by 

arg min	
D,C

‖X		DC‖F
2  (2) 

subject to a sparsity constraint on C. ‖	∙	‖F  denotes the 
Frobenius norm. 

In this paper, we choose the K-SVD algorithm for dictionary 
learning [9]. The redundant dictionary training based on K-SVD 
learning algorithm includes three steps: dictionary initializing, 
sparse coding and dictionary atoms updating [9]. When 
considering this available scheme, sparse coding and dictionary 
updating should be alternately performed, thus the redundant 
dictionary and the sparse matrix can be updated synchronously 
[3]. General steps are as follows: 

1) Dictionary initializing 
The selection of the initial dictionary is random [8], but the 

proper initial dictionary can effectively reduce the number of the 
dictionary learning iterations and increase the rate of learning 
[11]. In this paper, we select the over-complete cosine basis as 
the initial dictionary [8]. 

2) Sparse coding 
The initial dictionary must be assumed as fixed firstly in this 

step. Aligning with this, the signal matrix X should be 
decomposed over this initial dictionary by using the least angle 
regression (LARS) with a coherence criterion algorithm (LARC). 
Since the iterative termination condition is decided by the 
coherence between decomposition residual and the current atom 
of dictionary [10]. In a word, the sparse matrix can be got by 
solving the following formula. 

min
D,C

‖ci‖0 		s.t.	‖X		DC‖F
2 	≤	ε                (3)

3) Dictionary updating 
This step is aiming to update the redundant dictionary [11]. 

It is important to fix the sparse matrix which has been trained at 
the last step. It is updated atom-by-atom and this is an iterative 
process. The residual norm that separates the contribution of k, 
k	∈	[1,	L] th atom which is being updates can be formulated as 

‖X		DC‖F
2 	=	 ቯX		෍ dሺjሻcሾjሿL

j=1

ቯ
F

2 													 
																																=	 ቯቌX		෍ dሺjሻcሾjሿ

j≠k

ቍ 		dሺkሻcሾkሿቯF
2

 

		=	ฮEk		dሺkሻcሾkሿฮF

2
(4)

The residual norm is minimized by seeking for a rank-one 
approximation [12]. The approximation is based on computing 
the singular value decomposition (SVD) [13]. 

Let ω be the set of indices of columns that corresponding to 
the signals that use the atoms. 

ωk	=	൛	i	|	1	≤	i	≤	N,	cሾkሿ(i)	≠	0	ൟ(5)

Define ER
k  as the set of columns in  Ek indexed by ωk. Compute 

the SVD of ER
k ,  

ER
k 	=	U∆VT 

We update dሺkሻ as the first column of U, and cሾkሿ as ∆1,1 times the 
first row of VT [14]. 

B. Speech Enhancement Part 

In this part, our purpose is to obtain an estimate ŝ of clean 
speech and an estimate iመ of the noise, given noisy speech y, a 
speech dictionary D(s)	∈	RD×Ls  and a noise dictionary 
D(i)	∈	RD×Li. For the formal analysis, noise can be divided into 
unstructured and structured noise [5]. Due to the structure of the 
noise magnitude, structured noise can be sparsely coded in a 
suitable dictionary and unstructured noise cannot be sparsely 
coded in any fixed dictionary [5], in particular not in speech 
dictionary. Therefore, we can make use of the characteristic of 
the structural noise and enhance noisy speech in different ways. 

1) Unstructured noise 
Due to the non-sparsity of unstructured noise, we cannot 

train dictionary for noise. For the suppression of this noise, in 
the enhancement step, the noisy speech y is only sparsely coded 
in the speech dictionary using LARC with a suitably chosen 
residual coherence threshold μenh . LARC coding captures the 
structured speech signal components which have a coherence to 
the speech dictionary that is above the threshold, while 
discarding the noise components, as they fall below the residual 
coherence threshold [2]. The vector of coding coefficient matrix 
C(s)	∈	RLs is obtained as follows. 
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C(s)	←	LARC൫D(s),	y,	μenh൯(7)

An estimate of the clean speech is obtained as S෠	=	D(s)C(s). 

2) Structured noise 
A structured noise can be sparsely represented with low 

approximation error in a suitably trained noise dictionary [2]. In 
order to enhance speech degraded by structured noise which are 
partially coherent to the speech dictionary, the noisy speech is 
sparsely coded in the composite dictionary consisting of the 
concatenation of the speech and the noise dictionary [5]. Noisy 
speech y is sparsely coded in the composite 
dictionary 	D	=	[DሺsሻD(i)]  using LARC with a suitably chosen 
residual coherence threshold μenh . The vector of coding 
coefficient matrix C is obtained as follows.  

C	←	LARC൫[DሺsሻD(i)],	y,	μenh൯
The matrix 	C	=	[Cሺsሻ;C(i)]  consists of weights Cሺsሻ  
corresponding to the speech dictionary Dሺsሻ, as well as weights 
C(i)	∈	RLi  corresponding to the noise dictionary D(i) . An 
estimate of the clean speech is obtained as S෠	=	D(s)C(s). 

III. EXPERIMENT AND PERFORMANCE EVALUATION  

A. Experimental Settings 

In this paper, speech data is obtained from the GRID audio-
visual corpus [2]. This large multi-talker corpus has been 
provided for studies in speech perception with a recording of 
1000 sentences. The corpus involves speech recording of 34 
speakers of both genders with sentences of about 1.1-2.2s. We 
have used 30 sentences of different male speakers as speech 
dictionary learning samples in our experiments. We chose 4 
different kinds of noise (white, babble, volvo and leopard) from 
the NOISEX-92 corpus as noise dictionary learning samples  
[14]. The samples is resampled at 16kHz. The time-domain 
signals are transformed into STFT domain and the frame length 
is set to 512 point with 50% overlap. Noisy speech is 
synthetically generated by adding clean speech and noise at 
various SNRs, since objective measures require access to the 
clean speech signal. 

Dictionaries are trained using K-SVD algorithm, initialized 
with cosine basis. Each dictionary contains 800 atoms and the 
number of iterations are 30. For dictionary learning, the residual 
coherence threshold μdl was set to 0.2 for all dictionaries. μenh 
during enhancement was set to 0.15.  

B. Performance Evaluation 

The performance of a speech enhancement algorithm can be 
measured both subjectively and objectively [2]. Subjective 
measurements are based on the judgment of human listeners, and 
are important because in many applications (such as hearing aids) 
the output of the enhancement algorithm has to appeal to the 
human ear. However, subjective evaluation takes time, is 
expensive, and usually requires trained listeners. As an 
alternative, objective measures provide mathematical models of 
some perceptual aspects of the human auditory system [2]. 

We evaluate our proposed method in the segmental SNR 
(SegSNR). SegSNR is a simple objective measure, computed on 
individual signal frames, and the per-frame SNRs are averaged 
over time. The larger the value of the SegSNR , the better the 
denoising performance.  

In order to evaluate the performance, we compare our 
proposed method with universal dictionary learning 
algorithm[1]. The universal dictionary learning algorithm is also 
based on sparse representation, which uses K-SVD algorithm to 
train a universal dictionary and reconstruct the clean speech with 
OMP algorithm.  
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FIGURE II. (a), (b), (c) AND (d) DENOTE THE DENOISING 
PERFORMANCE OF “JD” AND “UD” AT DIFFERENT SNR. 

FIGURE II shows the results of segmental SNR for the 
proposed and universal dictionary learning method. “JD” 
denotes joint dictionary learning method (proposed method). 
“UD” denotes universal dictionary learning method. “X” 
denotes the objective measurement before any enhancement. 
The results consistently indicate that the proposed method works 
better than the “UD” and “X”, which means proposed method 
outperforms better than universal dictionary learning method. 

IV. CONCLUSION  

In this paper, we adopt a novel method based on sparse 
representation theory to enhance the degraded speech. The 
method has trained composite dictionary consisting of the 
concatenation of the speech dictionary and the noise dictionary 
by using the KSVD algorithm, then takes advantage of the 
different coherence between the speech and the noise and uses 
LARC with a suitably chosen residual coherence threshold to 
realize the separation of the speech and the noise. In 
experimental results, we have showed that our method is 
outperform than the universal dictionary speech enhancement 
algorithm. Although this method has effectively improved the 
speech signal quality to a certain extent, but there is a large 
research space that do not be explored in this work. For example, 
the research of the optimization algorithm for greed algorithm 

when training the dictionary, the research of a redundant 
dictionary and more. In a word, all of these are the research 
direction. 
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