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Abstract. In recent years, with the acceleration of people's pace of life, the number of chronic diseases 
in China is increasing. The attention and investment of the country to the medical industry is 
increasing year by year. At the same time, with the maturity and perfection of data mining technology, 
many countries have applied this technology to the research and mining of medical data. In this paper, 
the Apriori algorithm of data mining technology, and improve the data format of the Apriori algorithm 
is applied to the prediction of nephropathy, establish the association rules between chronic disease 
and a number of physical data by the algorithm, and the experimental results proved that Apriori 
algorithm is effective in the medical data mining. 

1. Introduction 

Chronic diseases have become an important public problem endangering people's health in the 
twenty-first Century. Chronic diseases often have a serious impact on the health and life of the patient, 
and will bring a serious burden to the family and society of the patient. However, with the rapid 
development of computer, network and information technology, the concept of digitalization and 
information has entered many fields in all walks of life and people's lives. Our country's hospitals 
have quietly entered the era of digitization and informatization. While deepening digitization and 
informatization, a great deal of medical data of patients with chronic diseases are produced, which 
contain a great deal of valuable information[1]. Data mining technology will be hidden in the massive 
medical data useful information mining has become the focus of research in data mining technology 
applications. There are many data mining methods, one of the most widely used method is to find the 
association rules in the data[2]. 

Based on the introduction of association rules and Apriori algorithm, Apriori algorithm is used to 
mine the association rules of chronic diseases. According to the situation of medical data services, 
the frequent item sets are extracted by using vertical data format to improve the association between 
Apriori algorithm and chronic disease data association rules mining in the operational efficiency, at 
the same time prove Apriori algorithm in the medical data mining effectiveness. 

2. The Basic Theory of Association Rules 

2.1 Overview of Association Rules 
Association rules for the data pattern mining can be formally defined as: Let I = {i1, i2, i3, ..., in} 

is a collection of n different items[3]. For a specific database transaction set D, D each transaction T 
is a non-empty item set, and satisfy T, I. Each transaction has a unique identifier called TID. Let A 
be a set of items, satisfying that T contains A if and only if A, T. Association rules can be expressed 
as the form of the form A, B, where A, I, B, I, A, B, and A, B =, The meaning of association rules is 
that it is possible to derive additional items from some items that can be in the transaction. 
2.2 Association Rules Related Concepts 

Association rules have the following basic concepts, 
Support s: represents the percentage of transactions in D containing A, B, which is the probability 

P (A, B). which is 
Support(A⇒B)= P(A∪B)                                                            (1) 

Confidence c: represents the percentage of D contains the A transaction also contains the B 
transaction, which is the conditional probability P (B | A). which is 

Confidence(A⇒B)= P(B|A)                                                        (2) 
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Since the confidence of rule A, B is easily derived from the support counts of A and A, B, we get 
the formula 

Confidence(A⇒B)= P(B|A)= 
௦௨௣௣௢௥௧ሺ୅∪୆ሻ

௦௨௣௣௢௥௧ሺ஺ሻ
 = 

௦௨௣௣௢௥௧_௖௢௨௡௧ሺ୅∪୆ሻ

௦௨௣௣௢௥௧_௖௢௨௡௧ሺ஺ሻ
                                   (3) 

Where support_count (A, B) is the number of transactions that contain item sets A, B and 
support_count (A) is the number of transactions that contain item set A. 

3. Apriori Algorithm 

3.1 Algorithm Overview 
Apriori algorithm was proposed by Agrawal and R.Srikant in 1994. It is an original algorithm for 

mining frequent item sets of Boolean association rules. Its algorithm idea [4] is an iterative method 
of layer-by-layer search, using known k-dimensional frequent item sets to generate k+1-dimensional 
frequent item sets. 
3.2 Algorithm Process 

Apriori algorithm[5] first by scanning the database, the cumulative count of each item, will meet 
the minimum support count items to count, find a set of frequent 1 set, denoted as L1. Then use L1 
to find the set L2 of frequent 2 sets, find L2 using L2, and so on until you can not find frequent K 
sets. Finding each Lk requires a full scan of the database.  

4. Application of Apriori Algorithm 

4.1 Chronic Disease Data Pretreatment 
 The data selected in this paper is the medical data of patients with nephropathy. To apply 

Apriori algorithm to this data mining, we must first make some preprocessing of the collected data[6]. 
Nephropathy patients state needs to be based on the obtained blood pressure, urinary specific gravity 
and other discrimination, so we need to dig out the conditions from a number of conditions and its 
relationship to the disease, and blood pressure, urinary weight and other physiological parameters of 
patients is not able to Direct data mining, and therefore need to be based on the characteristics of 
medical data, their generalization of the form[7]. 

The specific approach is: the gender is divided into two categories, the men with M1 said, the 
woman with M2 said; the age is divided into three categories, 70 <age with A3 said, 50	 ൑ 	age	 ൑
	70 with A2 said 30 , age < 50 with A1 that; the proportion of urine divided into three categories, 
1.025 <urine specific gravity with S3 said, 1.010 , urine specific gravity , 1.025 with S2 said, urine 
specific gravity <1.010 with S1 said; blood pressure is divided into three categories, 100 < blood 
pressure with P3 said, 80 < blood pressure , 100 with P2 said, 60 , blood pressure , 80 with P1 said. 
Use these newly split categories as values for the data mining dimension. 

The following chart is obtained by transforming the collected patient data. Table 1 shows the 
original physiological data table. Table 2 shows the transaction data table for data mining (status N 
indicates no kidney disease and Y indicates kidney disease). 

Table 1 original physiological parameters table                   Table 2 Transaction Data Sheet 

Id Sex Age Sg Bp Sex Age Sg Bp State 

1 Man 45 1.02 80 M1 A1 S2 P1 N 
2 Man 37 1.005 90 M1 A1 S1 P2 Y 
3 Women 33 1.01 70 M2 A1 S2 P1 N 
4 Man 50 1.015 110 M1 A2 S2 P3 Y 

4.2 Applying Apriori Algorithm to Mining Strong Association Rules 
After preprocessing the data, we get 401 transaction data. Due to the large number of transactions, 

if we conduct mining according to the traditional algorithm, we will generate a large number of 
frequent item sets[8], resulting in the algorithm running for a long time. Therefore, We use the vertical 
data format to mine frequent item sets, take each item sets separately and count the TIDs that contain 
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the item sets, so that we can directly count the number of statistical TIDs as its support count, from 
which we can get The transaction database vertical data format[9] table, as shown in Table 3. 

Table 3 transaction database vertical data format table 
Item set TID-set support count Item set TID-set support count

M1 233 S2 103 
M2 168 P1 67 
A1 75 P2 148 
A2 220 

106 
P3 186 

A3 N 42 
S1 298 Y 359 

Based on the above data, Apriori algorithm can iteratively find 5 items sets, and find the 
corresponding Confidence, if greater than the set minimum confidence, is strong association rules[10]. 
In the iteration with Apriori algorithm, we set the minimum support to 100 according to the 
characteristics of the medical data. Finally, we get the table of vertical data format 5 items set in Table 
4 below. 

Table 4 vertical data format 5 sets table 
Item set TID-set support count 

{M1,A2,S1,P3,Y} 127
{M1,A2,S1,P2,Y} 133
{M2,A2,S2,P3,Y} 109

 
From the table data, combined with the four sets of data iteration, take {M1, A2, S1, P3} , Y as an 

example and calculate the confidence level as: 
Confidence({M1,A2,S1,P3}⇒Y) = 127/140 = 0.907 

4.3 Simulation Algorithm and Analysis 

Through experiments, The simulation results of the Apriori algorithm and the traditional Apriori 
algorithm in the transform data format are shown in Figure 2. 

 
Figure 2 Algorithm run time and the relationship between the number of records 

As can be seen from Figure 2, the Apriori algorithm changes the data format consumes much less 
time than the traditional Apriori algorithm, and as the number of records increases, changing the data 
format of the Apriori algorithm, advantage has become more and more obvious because of When 
seeking frequent item sets, the items that need to be counted are less, so the time for scanning the 
database is greatly reduced, which improves the running efficiency of the algorithm. 

The improved Apriori algorithm was used to mine the nephrology data. By setting the minimum 
support[11] 100 and the minimum confidence[12] 0.9, the experimentally obtained strong association 
rules are as follows: 

(1) 50-70 years old, male, urine specific gravity <1.010, blood pressure <100, Kidney disease 
detected - 90.7%; 
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(2) 50-70 years old, male, urine specific gravity <1.010, 80, blood pressure <100, Kidney disease 
detected - 93.8%; 

(3) 50-70 years old, female, 1.010, urinary specific gravity, 1.025, blood pressure <100, kidney 
disease - 92.6%; 

For example, the first association rule, which indicates that men aged 50-70 years, if the urinary 
specific gravity is less than 1.010, blood pressure less than 100, the risk of suffering from kidney 
disease is about 90.7%. Therefore, the medical staff can determine the condition of the medical staff 
according to the acquired association rules through the collected physiological parameters. 

It can be seen from the above experiments that the Apriori algorithm which changes the data format 
has been applied to the excavation of nephropathy data, which provides the basis for doctors to make 
timely diagnosis. 

5. Conclusion 

In this paper, we introduce the association rules and Apriori algorithm in data mining, and then 
solve the problem of large number of frequent items in the process of getting frequent item sets in 
patients with nephropathy, and change the data format of traditional Apriori algorithm, reducing the 
number of transactions in the transaction database [13], thus reducing the number of frequent items 
generated during the iteration of the algorithm and verifying the significant improvement of the 
algorithm's time efficiency through experiments. At the same time, it is proved that Apriori algorithm 
can effectively reduce the number of chronic disease data Effectiveness of mining. 
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