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Abstract. As an important means of communication, Morse has a wide range of applications in life 
such as medical treatment, radio broadcasts and so on. However, there has been no systematic method 
for automatic recognition of Morse codes. This paper designs a Morse code automatic recognition 
system that combines signal processing and deep learning algorithms. Through experimental analysis 
of each part of the system, an algorithm suitable for Morse was found and a better result was 
achieved. 

1. Introduction 

Morse, the main use of short-wave wireless communications, is one of the important means of 
communication [1]. The advantages of Morse include simple coding methods, strong noisy immunity, 
ease of implementation. With the rapid development of communication technology, Morse 
Communications has been greatly affected, slowly withdraw from the stage of history. However, they 
are still active in some areas of civilian communications such as radio broadcasts, aviation 
announcements, maritime communications, combat readiness maneuvers and so on [2]. 

The Morse telegram is directly encoded and sent out through the transmitter [3], but the majority 
of the receiving and decoding work is still carried out by manual. With the interference of various 
industries and personal wireless communications as well as the changes in the atmospheric, the 
electromagnetic environment is getting worse and worse nowadays which brings great difficulty and 
challenge to the decoding. Along with the increasing number of information, a large number of 
high-quality operator is required. What’s more, the heavy and repetitive work in a strong noisy 
environment can easily lead to the fatigue of the operator, resulting in the situation of mistranslation 
and the missing translation. Therefore, it is necessary and valuable to develop an automatic Morse 
code recognition system [4]. 

Since the 1970s, the automatic Morse code recognition technology had become a hot topic that 
many research institutions at home and abroad have done research on this [5-8]. The recognition is 
not difficult to achieve for high signal-to-noise Morse telegraph signals. However, when the 
signal-to-noise ratio is very low and the background noise has a high energy, this brings great 
difficulties to signal recognition in the traditional sense. It is a new research direction to apply 
machine learning method to Morse code recognition. At present, some papers using SVM, k-means, 
clustering algorithm for Morse code recognition [9-11] and get better results. However, when the 
types of the actual signal code are not enough or the signal-to-noise ratio is strong, the accuracy of the 
algorithm decreases. In this paper, a new approach developed to solve the problem of Morse code 
recognition is presented that combined with signal processing and speech recognition. 

The rest of this paper is organized as follows. The background of Morse code recognition is 
introduced in Section 2. Section 3 focuses on the experiment procedures and evaluation. Section 4 
includes the discussion of this paper. The paper ends with our conclusion and suggests future work.  
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2. Background of Morse Code Recognition 

2.1 Morse Code  
The Morse code is a time series, invented by Morse in 1844. It expresses the corresponding 

English letters, numbers and punctuation marks in different order. The code includes five kinds: dot, 
dash, dot space, character space, and word space. The tone ratio of dot to dash has to be 1:3 and the 
silent ratio (dot-space: character-space: word space) has to be 1:3:5 based on the definition of Morse 
code. The standard Morse spectrum is shown in Figure 1. 

Figure 1. Standard Morse spectrum 
However, due to the influence of various electromagnetic environments, the Morse signal is 

usually of poor quality. 
2.2 Feature Extraction  

Before recognition, the Morse signal first needs feature extraction to provide a mathematical basis 
for subsequent recognition algorithms. 
2.2.1. Mel-Frequency Cepstral Coefficients  

Do Mel frequency is based on the auditory characteristics of the human ear, and it has a nonlinear 
relationship with Hz frequency. Mel Frequency Cepstral Coefficient, calculated using the 
relationship between Mel Frequency and Hz frequency, is mainly used for voice data feature 
extraction and reducing the computational dimension. The process of extracting MFCC is shown in 
Figure 2. [12]. 
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Figure 2. Process of extracting MFCC 
2.2.2. Improved Feature Extraction Algorithm 

Unlike speech signal, the Morse signal is more concentrated, and the requirements on the 
frequency bandwidth characteristics are not very high. Aiming at the characteristics of Morse signal, 
an improved feature extraction algorithm is proposed. The process of improved feature extraction 
algorithm is shown in Figure 3. 
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Figure 3. Process of improved feature extraction algorithm 
Compared to the MFCC, the pre-emphasis process is removed and the Mel filter bank is changed 

to a linear filter bank. The center frequency is 1KHz, the bandpass filter frequency range is set to 
800~1200KHz, and the bandpass filter group number is 13. The linear filter bank structure is shown 
in Figure 4. 
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Figure 4. Linear filter bank structure 
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The filter bandwidth near the center frequency is the widest and narrower toward both sides. 
2.3. Recognition Algorithm 
2.3.1 Hidden Markov Model 

Hidden Markov model is a statistical Markov model that has powerful temporal pattern 
classification ability. Therefore, it is suitable for time series modeling of dynamic processes and in 
theory it can handle timing patterns of any length. HMM has a wide range of applications such as 
speech recognition, handwriting recognition, image texture modeling and classification. [13] 

HMM is a double stochastic process on the basis of the Markov chain. One of these is the Morkov 
chain, which is a basic stochastic process that describes the transfer of states. Another stochastic 
process describes the statistical correspondence between states and observations. From the observer's 
point of view, only the observation value can be seen. The presence and characteristics of the state are 
perceived through a random process, and therefore it is called a hidden Markov model. 
2.3.2 Gaussian Mixture Model 

The Gaussian mixture model is an extension of the single Gaussian probability density function 
and can approximate the density distribution of any shape smoothly. Similar to clustering, according 
to Gaussian probability density function (PDF) parameters, each Gaussian model can be regarded as a 
category. Entering a sample x, it can be calculated by PDF, and then judged by a threshold whether 
the sample belongs to a Gaussian model. GMM is suitable for multi-classification and can be applied 
to complex object model. [14] 
2.3.3 Deep Belief Network 

The deep belief network is a probabilistic generation model. Compared with the traditional neural 
network of the discriminant model, the generative model establishes a joint distribution between 
observation data and labels. [15] 

DBNs consist of multiple Restricted Boltzmann Machines layers. The networks are limited to one 
visible layer and one hidden layer. There are connections between layers, but no connections between 
the elements in the layers. Hidden layer units are trained to capture the correlation of high-order data 
that appears in the visible layer. 

3. Experiment Procedures and Evaluation 

3.1. System Structure 
The structure of the system is shown in the figure 5. 
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Figure 5. Classic DBN network structure 

3.2. Database 
In Morse code recognition, there is no universal database. The database used in this article is 

produced by software and the total number of data is 2020. The composition is shown in table 1. 
Table 1. The composition of database. 

 SNR amount 
Train 8db 1860 
Test 8db 80 
Testn -3db 80 

There are two ways to label the Morse code, labeling by dot and dash or by word. When using the 
single-factor-based GMM-HMM method for recognition, the recognition results of the two methods 
are shown in table 2. 
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Table 2. Recognition results 

 Wer(8db) Wer(-3db) 
By dot and dash 110% 143% 

By word 35% 56% 
In the first case, the basic unit of recognition and the output is dot and dash. Usually, the length of 

dot and dash is not completely fixed. At the same time, if truncated, it is easy to cause 
misidentification. As you can see, the results of the experiment exceeded 100% due to a lot of 
insertion errors. 

In the second case, the output is combined into words according to the results of dot and dash 
recognition. The wrong combination can be effectively ruled out, thus solving the problem that the 
duration is not fixed. Follow-up experiment is based on the second case. 
3.3. HMM State Number 

The number of states of the HMM represents the correspondence between specific sound signals 
and labels. When using the single-factor-based GMM-HMM method for recognition, the recognition 
results of different HMM state number are shown in table 3. 

 Table 3. The recognition results of different HMM state number 
HMM state number Wer(8db) 

4 40% 
5 37% 
6 35% 
7 56% 

As can be seen from the above table, when the number of states is 6, the recognition result is the 
best. When the state is adjusted from four to six, the recognition rate does not increase significantly. 
However, when the number of states exceeds six, the recognition rate drops dramatically that a severe 
overfitting phenomenon occurs. 
3.4. Feature Extraction 

When using the single-factor-based GMM-HMM method for recognition, the recognition results 
of different feature extraction algorithm are shown in table 4. 

 Table 4. The recognition results of different feature extraction algorithm 
feature extraction algorithm Wer(8db) Wer(-3db) 

MFCC 35% 56% 
Improved algorithm 12% 22% 

 
MFCC is mainly based on the human ear's perception of frequency, and therefore covers a wide 

range of frequencies. In speech recognition, the corresponding features can be accurately extracted. 
However, for the Morse signal, the frequency band is usually narrow, and the requirement for feature 
extraction is relatively low in terms of frequency. 
3.5. Recognition Algorithm 

When using different recognition algorithms, the recognition results are shown in table 5. 
Table 5. The recognition results of different recognition algorithms 

feature extraction algorithm Wer(8db) Wer(-3db) 
Monophone GMM-HMM 12% 22% 

Triphone GMM-HMM 3.4% 26% 
DNN-HMM 1.1% 18% 

It can be seen that DNN has the highest method recognition rate in several methods. 
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4. Conclusions and Discussion 

Re In the work of this paper, we used the deep learning algorithms to implement the construction 
of the Morse identification system and achieved better results.  

At present, the method based on deep learning is mainly driven by data. The quality of the 
database will directly affect the accuracy of the experiment. In the experiment process, many factors 
such as the balance and representativeness of data need to be considered. In the previous experiment, 
because the settings of the database did not reach equilibrium, many seemingly simple corpus was not 
properly identified. 

In the course of DNN experiments, we found that the current mainstream deep learning algorithms 
has better robustness. In the actual environment, due to the influence of truncation and annihilation 
factors, many signals sound very confusing, but they can be identified better by DNN method. 

However, there is room for improvement in the current system. The recognition algorithms can be 
updated to introduce attention mechanisms, which will help the detection of endpoints. Besides, error 
correction algorithms also need to be improved. 
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