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#### Abstract

Factor analysis is based on a statistical analysis method. It integrates the variables of intricate and complex relationships into a small number of factors, reproduces the relationship between original variables and factors, and realizes the interpretation of complex economic and social issues. Based on the basic principle of factor analysis, this paper studies the process of factor analysis algorithm, including constructing initial matrix, data normalization, calculating correlation matrix, calculating Eigen values, determining the number of factors, calculating factor loading matrix, establishing factor analysis model, and factor variable name explains; according to the algorithm process, the mathematical model of factor analysis is constructed. By pursuing the basic structure of variables, simplifying the system under study, reducing the number of variables, and using a few variables to interpret the complex issues under study.


## Introduction

In practical scientific research, it is often desirable to collect as much data as possible, and to grasp and understand the issue in a more comprehensive and complete manner. However, increasing the number of variables will increase the complexity of the analysis problem, because there may be a correlation between variables, resulting in information overlap between multiple variables. In the face of high dimensionality, large scale, and complex structure data, data reduction is particularly important. Data reduction, also known as dimensionality reduction, is to reduce the dimensions of data. On the one hand, it can solve "dimensional disasters", alleviate the "information richness, lack of knowledge" status and reduce complexity; on the other hand, it can better understand And understand the data. Factor analysis is based on the idea of data dimensionality reduction, and a multivariate statistical analysis method that reduces variables with intricate and complex relationships into a few comprehensive factors. From the dependence of research variables on the internal correlation, the correlation is higher, that is, the links are more closely classified in the same category, and the correlation between different types of variables is lower. Each type of variable represents a basic structure, which is a common factor. It is combining variables with intricate and complex relationships into several smaller factors to reproduce the relationship between original variables and factors, simplifying the analysis.

## Basic Principles for Factor Analysis

Factor analysis uses less independent factor variables instead of most of the information of the original variables. Factor analysis method and principal component analysis method are both based on statistical analysis methods, but there is a big difference between them. Principal component analysis method is based on coordinate transformation to extract principal components, that is, to transform a group of variables with correlation into one. Group-independent variables express the principal component as the linear combination of original observation variables; factor analysis method constructs the factor model and decomposes the original observation variables into linear combinations of factor variables. Therefore, factor analysis is the development of principal
component analysis. The narrow factor analysis method and the principal component analysis method have similarities in processing methods. All variables must be normalized and the correlation matrix after normalization of the original variables should be found. The main difference is the method used to establish the linear equations. The factor analysis expresses the variable as a linear combination of factor variables in the form of a regression equation, and the number of factors is smaller than the original variable, which simplifies the model structure. The core goal of factor analysis is to concentrate the original variable extraction factor. The basic principle is described as follows:
(1) Prerequisites. One of the tasks of factor analysis is to concentrate the original variables, that is, to extract the overlapping parts of the original variables and synthesize them into factors, thereby reducing the number of variables. Therefore, factor analysis requires a strong correlation between variables. If the original variables are independent of each other, they cannot be condensed and no factor analysis can be performed. Therefore, it is necessary to check whether the original data is suitable for factor analysis. Kaiser-Meyer-Olkin measures test statistics are commonly used.
(2) Factor extraction. Extracting and synthesizing factors on the basis of sample data, the key is to solve factor load matrix through sample data, usually using principal component analysis method, using correlation matrix for analysis, and extracting based on Eigen values. Spindle analysis, maximum likelihood, least squares, factor extraction, and image analysis are also used.
(3) Making the factors naming interpretable. After the original variables are synthesized into a few factors, if the actual meaning of the factors is not clear, it is not conducive to further analysis. Therefore, the factors to be extracted are analyzed in depth to make the naming interpretable and clear to people.
(4) Calculate the factor score of each sample. Usually, the regression method is used, and the resulting factor score has an average value of 0 . The variance is equal to the square of the multivariate correlation between the estimated factor value and the real factor value. The output can be saved as a variable or a matrix of score coefficients to lay the foundation for further analysis.

## Algorithm Implementation Process for Factor Analysis

The algorithmic process of factor analysis is shown in Fig. 1:


Fig. 1. Algorithm implementation process for factor analysis

## Mathematical model construction for factor analysis

The mathematical model constructed according to the factor analysis algorithm shown in Fig. 1 is as follows:

## Step 1: Construct the initial matrix

Let $m$ samples, $n$ indicators, the $j$-th index of $i$-th sample is $y_{i j}(i=1,2, \cdots, m \quad j=1,2, \cdots, n)$, and all the sample values constitute the initial matrix, expressed as follows:

$$
Y=\left[y_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
y_{11} & y_{12} & \cdots & y_{1 n}  \tag{1}\\
y_{21} & y_{22} & \cdots & y_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
y_{m 1} & y_{m 2} & \cdots & y_{m n}
\end{array}\right]
$$

## Step 2: Data standardization

There are many ways to standardize the data, including $Z$-score, full-range from -1 to 1 , full-distance from 0 to 1,1 of maximum and average is 1 , standard deviation is 1 , etc. This article selects "full-range from 0 to 1 ".

The average of the $j$-th column (factor) data is:

$$
\begin{equation*}
\overline{y_{j}}=\sum_{i=1}^{m} y_{i j} / m \tag{2}
\end{equation*}
$$

The new sequence after data averaging is:

$$
\begin{equation*}
\overline{y_{i j}}=y_{i j} / \overline{y_{j}} \tag{3}
\end{equation*}
$$

The data is averaged and normalized. The formula is as follows:

$$
\begin{equation*}
x_{i j}=\frac{\overline{y_{i j}}-\min \left(\overline{y_{i 1}}, \overline{y_{i 2}}, \cdots, \overline{y_{i n}}\right)}{\max \left(\overline{y_{i 1}}, \overline{y_{i 2}}, \cdots, \overline{y_{i n}}\right)-\min \left(\overline{y_{i 1}}, \overline{y_{i 2}}, \cdots, \overline{y_{i n}}\right)} \tag{4}
\end{equation*}
$$

The standardized data matrix is:

$$
X=\left[\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 n}  \tag{5}\\
x_{21} & x_{22} & \cdots & x_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
x_{m 1} & x_{m 2} & \cdots & x_{m n}
\end{array}\right]
$$

## Step 3: Calculate the correlation matrix

The correlation matrix is represented by $R$ and consists of the correlation coefficient between each two indicators. The calculation formula of the correlation coefficient is:

$$
\begin{equation*}
r_{i j}=\frac{1}{m-1} \sum_{k=1}^{m} X_{i k} X_{j k} \quad(i, j=1,2, \cdots, n) \tag{6}
\end{equation*}
$$

The correlation matrix consisting of correlation coefficients is expressed as:

$$
R=\frac{1}{m-1} X^{\prime} X=\left[\begin{array}{cccc}
r_{11} & r_{12} & \cdots & r_{1 n}  \tag{7}\\
r_{21} & r_{22} & \cdots & r_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
r_{n 1} & r_{n 2} & \cdots & r_{n n}
\end{array}\right]
$$

$R$ is a real symmetric matrix, element values on the main diagonal $r_{i i}=1$.

## Step 4: Calculate Eigen values

The Eigen values of the correlation matrix can be found by the characteristic polynomial of $R$. Let $E$ be the identity matrix and the characteristic polynomial be expressed as follows:

$$
|\lambda E-R|=\left|\begin{array}{cccc}
\lambda-r_{11} & -r_{12} & \cdots & -r_{1 n}  \tag{8}\\
-r_{21} & \lambda-r_{22} & \cdots & -r_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
-r_{n 1} & -r_{n 2} & \cdots & \lambda-r_{n n}
\end{array}\right|=\lambda^{n}+r_{1} \lambda^{n-1}+r_{2} \lambda^{n-2}+\cdots+r_{n-1} \lambda+r_{n}
$$

$f(\lambda)=|\lambda E-R|=\lambda^{n}+r_{1} \lambda^{n-1}+\cdots+r_{n}=0$, it is an $n$-degree algebraic equation called the characteristic equation of $R$. The root of the characteristic equation is called the characteristic root (Eigen value) of $R$.

## Step 5: Determine the number of factors

The number of factors is determined by the cumulative contribution rate. The factor contribution rate indicates the ratio of the degree of variation of each factor to the degree of variation of all factors. The calculation formula is:

$$
\begin{equation*}
c_{i}=\lambda_{i} / \sum_{i=1}^{n} \lambda_{i} \tag{9}
\end{equation*}
$$

The cumulative factor contribution rate of the first $k$ factors is expressed as:

$$
\begin{equation*}
d_{k}=\sum_{i=1}^{k} c_{i} \tag{10}
\end{equation*}
$$

When the cumulative contribution rate exceeds $80 \%$ or the Eigen value $\lambda$ is not less than 1 , the number of factors is determined.

## Step 6: Calculate factor load matrix

The eigenvector $U$ with $p$-dimension can be decomposed into:

$$
U=\left[U_{1} U_{2} \cdots U_{k} U_{k+1} U_{k+2}\right]=\left[\begin{array}{cc}
U(1) & U(2)  \tag{11}\\
n \times k & n \times(n-k)
\end{array}\right]
$$

The basic equations for factoring $U$ into factor analysis are:

Among them: $f(1)$ is the main factor $f(2)$ is a special factor and $e$ is the residual part. Factor analysis expresses the original variable $x_{i}$ as a linear combination $f_{j}$ of new factors and requires that the variance of the specific factor be as small as possible.

The main factor is selected. After the residual $e$ is omitted, the factor expression is:

$$
\left\{\begin{array}{l}
x_{1}=u_{11} f_{1}+u_{12} f_{2}+\cdots+u_{1 k} f_{k}  \tag{13}\\
x_{2}=u_{21} f_{1}+u_{22} f_{2}+\cdots+u_{2 k} f_{k} \\
\vdots \\
\vdots \\
x_{n}=u_{n 1} f_{1}+u_{n 2} f_{2}+\cdots+u_{n k} f_{k}
\end{array}\right.
$$

In order to make the sum of the squares of the coefficients $u_{i j}$ of $k$ factors in each equation close to 1 , the normalization process is needed, and the factor load $u_{i j} \sqrt{\lambda_{j}}$ is taken as the coefficient $a_{i j}$, that is, the load of $i$-th variable on the $j$-th main factor is:

$$
\begin{equation*}
a_{i j}=u_{i j} \sqrt{\lambda_{j}} \tag{14}
\end{equation*}
$$

Therefore, the factor load matrix $A$ is:

$$
A=\left(a_{i j}\right)=\left[\begin{array}{cccc}
u_{11} \sqrt{\lambda_{1}} & u_{12} \sqrt{\lambda_{2}} & \cdots & u_{1 k} \sqrt{\lambda_{k}}  \tag{15}\\
u_{21} \sqrt{\lambda_{1}} & u_{22} \sqrt{\lambda_{2}} & \cdots & u_{2 k} \sqrt{\lambda_{k}} \\
\vdots & \vdots & \cdots & \vdots \\
u_{n 1} \sqrt{\lambda_{1}} & u_{n 2} \sqrt{\lambda_{2}} & \cdots & u_{n k} \sqrt{\lambda_{k}}
\end{array}\right]
$$

## Step 7: Establish a factor analysis model

The adjusted factor model is expressed as:

$$
\left\{\begin{array}{l}
x_{1}=a_{11} f_{1}+a_{12} f_{2}+\cdots+a_{1 k} f_{k}+a_{1} \varepsilon_{1}  \tag{16}\\
x_{2}=u_{21} f_{1}+u_{22} f_{2}+\cdots+u_{2 k} f_{k}+a_{2} \varepsilon_{2} \\
\vdots \\
\vdots \\
x_{n}=u_{n 1} f_{1}+u_{n 2} f_{2}+\cdots+u_{n k} f_{k}+a_{n} \varepsilon_{n}
\end{array}\right.
$$

The last item in the above formula is only related to $x_{i}, \varepsilon_{i}$ is the special factor. The matrix of the factor model is expressed as:

$$
\begin{equation*}
x=A f+a \varepsilon \tag{17}
\end{equation*}
$$

## Step 8: Explain the full name of the factor variable

Observing the elements in the factor load matrix, $a_{i j}$ the absolute value of may have a large value on many columns of a row, or may have a large value on many rows of a column, indicating that an original variable may be at the same time, it has a large correlation with several factor variables. That is, the information of an original variable needs to be explained by several factor variables. Although a variable can explain much variable information, it can only explain a small part of the information of a variable, not a typical representation of a variable, and obscure the actual meaning of a factor variable. In order to make the factors better reflect the relationship between variables, under the premise of keeping the factorial axes orthogonal, the factorial axis is rotated, and the covariance of the covariance is minimized. To do this, select the orthogonal matrix $T$ so that:

$$
\begin{equation*}
A T^{-1}=B, \quad f^{T} T^{T}=g^{T} \tag{18}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
B g=A T^{-1} T f=A f \tag{19}
\end{equation*}
$$

In the above formula, $B$ is a new factor load matrix and $g$ is a new common factor. The choice of orthogonal matrix makes the elements of $B$ as close to 1 or 0 as possible, so that some factors can reflect several variables, and other factors reflect other variables.

## Conclusion

Factor analysis grouping indicators according to the correlation between indicators makes the correlation between the indicators within the group higher, and the correlation between different indicators is lower. Each set of indicators is replaced by a factor called the public factor; use less The linear function constructed by the number of common factors to describe each index of the original observation, through the analysis of these common factors to achieve the interpretation of complex economic and social issues.
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