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Abstract: This paper constructs a short-term traffic flow forecasting model based on SVR. First, 
the modified KNN algorithm is applied to achieve phase space reconstruction and get the input data 
of SVR. Then, the short-term traffic flow forecasting model is established. Finally, this model was 
tested and evaluation indexes of traffic flow model were analyzed using the open microwave data 
provided by the OpenITS system. The results were compared with neural network and conventional 
SVR model and it shows that the model has better prediction performance.  
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1. Introduction 
In the intelligent traffic system, short-term traffic flow forecasting is mainly based on real-time 

dynamic traffic flow data. At present, short-term traffic flow forecasting research can be roughly 
divided into the following categories: The prediction method based on linear theory. This method 
mainly contains several methods, such as History Average Model, Autoregressive Moving Average 
Model, Time Serial Model, Kalman Filtering Model, Maxium Lidelihood Formulation Model and 
Markov prediction and so on[1]. The prediction methods based on nonlinear theory mainly include 
neural network prediction methods, methods based on support vector machines, chaos theory, 
wavelet analysis, etc[2-5]. In order to obtain more satisfactory results, two or more models are often 
combined to take the advantages of various prediction models, rather than relying solely on a 
prediction model or method.   

In this paper, we construct a short-term traffic flow forecasting model based on SVR. First, the 
modified KNN algorithm is applied to achieve phase space reconstruction and get the input data of 
SVR. Then, the short-term traffic flow forecasting model is established. Finally, this model was 
tested and evaluation indexes of traffic flow model were analyzed using the open microwave data 
provided by the OpenITS system. The results were compared with neural network and conventional 
SVR model and it shows that the model has better prediction performance. 

2. The short-term traffic flow forecasting model 
2.1 Phase Space Reconstruction Based on KNN 
  The traffic flow system can be seen as a huge complex network. There is a significant non-linear 
relationship between the nodes, so the traffic flow time series can be viewed as a chaotic process 
and there is an interaction of nodes between the cohesive forces outside the attractors and the 
repulsive forces within the attractors. Xu Yongjun[6] calculated the Lyapunov exponent to prove 
that the short-term traffic flow is a chaotic time series. In the short-term traffic flow prediction, the 
forecast itself depends on the traffic flow data of the forecast point and its neighboring points or 
follow-up points. Therefore, the traffic data of the predicted points can be estimated by establishing 
a model with the above related points. 

Packard[7] proposed reconstructing the phase space using the method of coordinate delay, that 
is, treating the points in a certain delay time as one new dimension point, thereby embedding a 
phase space that is “equivalent” to the original system. Taken's theorem proves that a suitable 
embedding dimension exists when one-dimensional time series is infinitely long without noise. The 
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reasonable selection of appropriate delay time t and embedding dimension m can recover chaotic 
attractors in this embedding dimension space. 

Assuming { 𝑥𝑥(𝑡𝑡), 𝑡𝑡 = 0, 1, 2, … ,𝑛𝑛)} is a time series, the phase point of the m-dimensional 
phase space is: 
 

X1 = �𝑥𝑥(1), 𝑥𝑥(1 + 𝑡𝑡), … , 𝑥𝑥(1 + (𝑚𝑚− 1)𝑡𝑡)� 
X2 = �𝑥𝑥(2), 𝑥𝑥(2 + 𝑡𝑡), … , 𝑥𝑥(2 + (𝑚𝑚 − 1)𝑡𝑡)� 
… … 

                      X𝑁𝑁 = (𝑥𝑥(𝑁𝑁), 𝑥𝑥(𝑁𝑁 + 𝑡𝑡), … , 𝑥𝑥(𝑁𝑁 + (𝑚𝑚 − 1)𝑡𝑡))                   (1) 
In equation (1), m is the embedding dimension, t is the delay time, and N is the total number of 

phase points, and N = 𝑛𝑛 − (𝑚𝑚 − 1)𝑡𝑡. 
 The KNN algorithm belongs to the supervised learning algorithm. There is a well-defined 

sample data, which have labels. In this paper, we will modify the criteria of the classifier. After 
given delay time t and embedded dimension m, we find the Euclidean distance between the samples 
in the high-dimensional space and select the k nearest distances, which can be called k nearest 
neighbors. In order to improve the accuracy, the corresponding method to reduce the amount of 
calculation is to set a k value with the lowest error rate: 𝑘𝑘 = √𝑁𝑁[8]. Due to uncertainty of the delay 
time and the embedded dimension, the value of k is not the same with different delay time and 
embedding dimension. Finally, we can choose the the most interdependent delay time t and 
embedding dimension m in the k nearest neighbors. The specific process how to obtain the delay 
time t and embedding dimension m by KNN algorithm, is shown in Fig. 1. 

Fig. 1 the flowchart for delay time and embedding dimension by KNN algorithm 
 
The display of different distances with different delay time and embedded dimension is shown 

in Fig. 2. With the increasing 𝑡𝑡_𝑚𝑚, which is the combination of t and m, the distance between the 
sample data gradually becomes longer, and the fluctuation occurs in the middle due to the 
difference 𝑡𝑡_𝑚𝑚. By comparison, a reasonable delay time 𝑡𝑡 and embedding dimension 𝑚𝑚 are 
finally obtained by 𝑡𝑡 = 2𝑚𝑚𝑚𝑚𝑚𝑚 and m = 15. 
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Fig. 2 the display of different distances with different delay time and embedded dimension 

2.2 Support Vector Machine Regression 
Support vector regression(SVR) is an improvement and application of SVM in regression. It can 

be understood as follows: When solving the linear problem, keep the point farthest from the 
regression line far from the regression line, so as to achieve the purpose that the sample data can be 
gathered in the same regression line. When solving a nonlinear problem, applying a kernel function 
to raise the dimension, and constructing a linear decision function in a high-dimensional space to 
achieve linear regression. 

Assume that the sample set is 𝑇𝑇 = {(𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖) | 𝑥𝑥𝑖𝑖 ∈ ℝ𝑛𝑛, 𝑦𝑦𝑖𝑖 = {−1, +1}, i = 1, 2, … n} . The 
support vector is the point who is far from the regression line, and the margin is distance between 
the support vector and the regression line. The selection criterion of the optimal regression line is 
the shortest margin. In the paper, Gaussian kernel function is used in SVR model and the regression 
line can be expressed as: 

                            𝑓𝑓(𝑥𝑥) = 𝜔𝜔Τ∅(𝑥𝑥) + 𝑏𝑏                               (2) 
And the objective function is: 

                        min    ‖𝜔𝜔‖2/2 +  𝐶𝐶 ∗ ∑ (𝜉𝜉𝑖𝑖 + 𝜉𝜉𝑖𝑖∗)𝑙𝑙
𝑖𝑖=1   

                         𝑠𝑠. 𝑡𝑡.      𝑦𝑦𝑖𝑖 − (𝜔𝜔Τ∅(𝑥𝑥𝑖𝑖) + 𝑏𝑏) < ϵ + 𝜉𝜉𝑖𝑖 
                             (𝜔𝜔Τ∅(𝑥𝑥𝑖𝑖) + 𝑏𝑏) −  𝑦𝑦𝑖𝑖 < ϵ + 𝜉𝜉𝑖𝑖∗ 

                           𝜉𝜉𝑖𝑖, 𝜉𝜉𝑖𝑖∗ ≥ 0, 𝑖𝑖 = 1, 2, … ,𝑛𝑛                              (3) 
In formula (3), 𝐶𝐶 represents the penalty parameter of the error, 𝜉𝜉𝑖𝑖 , 𝜉𝜉𝑖𝑖∗ represent relaxation 

factors and ϵ represents the acceptable error. To solve this, we need to introduce Lagrange 
functions and factors 𝛼𝛼𝑖𝑖 and 𝛼𝛼𝑖𝑖∗. Then, the optimal regression line can be determined as follows： 

                       𝑓𝑓(𝑥𝑥) = ∑ (−𝛼𝛼𝑖𝑖 + 𝛼𝛼𝑖𝑖∗)𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥) + b𝑛𝑛
𝑖𝑖=1                        (4) 

In formula (4), K𝑖𝑖𝑖𝑖 = ∅(𝑥𝑥𝑖𝑖)Τ∅(𝑥𝑥𝑗𝑗). Besides, the margin positive should equal to the margin 
negative so that 𝑏𝑏 can be expressed as: 
                           𝑏𝑏 = −(𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖:𝑦𝑦=−(ϵ+𝜉𝜉𝑖𝑖) + 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖:𝑦𝑦=ϵ+𝜉𝜉𝑖𝑖)/2                      (5) 
2.3 Model Construction 
   Assume that the time series is { 𝑥𝑥(𝑡𝑡), 𝑡𝑡 = 0, 1, 2, … ,𝑛𝑛)}, 𝑋𝑋𝑖𝑖 is the 𝑖𝑖 phase point of the phase 
space, 𝑡𝑡 is the delay time, and the state transfer equation is:   
                               𝑋𝑋𝑖𝑖 = �𝑥𝑥𝑖𝑖 , … , 𝑥𝑥𝑖𝑖+(𝑚𝑚−1)𝑡𝑡�                             (6) 

In this paper, we assume that the impact points include two parts, which are located in the 
upstream of the prediction point. The input and output of the SVR model based on phase space 
reconstruction can be expressed as: 
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                 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =

⎩
⎪
⎨

⎪
⎧ 𝑋𝑋1 = �𝑥𝑥1, … , 𝑥𝑥1+(𝑚𝑚−1)𝑡𝑡 , 𝑥𝑥1′ , … , 𝑥𝑥1+(𝑚𝑚−1)𝑡𝑡

′ �Τ

𝑋𝑋2 = �𝑥𝑥2, … , 𝑥𝑥2+(𝑚𝑚−1)𝑡𝑡 , 𝑥𝑥2′ , … , 𝑥𝑥2+(𝑚𝑚−1)𝑡𝑡
′ �Τ

…
𝑋𝑋𝑛𝑛 = �𝑥𝑥𝑛𝑛, … , 𝑥𝑥𝑛𝑛+(𝑚𝑚−1)𝑡𝑡 , 𝑥𝑥𝑛𝑛′ , … , 𝑥𝑥𝑛𝑛+(𝑚𝑚−1)𝑡𝑡

′ �Τ
                (7) 

 

                            𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =

⎩
⎪
⎨

⎪
⎧Y1 = 𝑥𝑥1+(𝑚𝑚−1)𝑡𝑡

′′

𝑌𝑌2 = 𝑥𝑥2+(𝑚𝑚−1)𝑡𝑡
′′

…
𝑌𝑌𝑛𝑛 = 𝑥𝑥𝑛𝑛+(𝑚𝑚−1)𝑡𝑡

′′

                          (8) 

In formula (7), 𝑥𝑥  and 𝑥𝑥′  represent the upstream point of the prediction point, and 𝑥𝑥′′ 
represent the prediction point. The flowchart of the model is shown in Fig. 3. 

Fig. 3 the flowchart of the SVR model based on Phase Space Reconstruction  

3. Experiment and comparative analysis 
3.1 Experiment data 
   The openITS system is a public service platform based on the Internet that can realize access 
and sharing of relevant open datasets in the field of intelligent transportation [9]. In this paper, the 
open microwave data of the Huangke intersection in the demonstration area of Hefei City is applied, 
and the data collection time is from 6:30 to 9:30 and from October 11, 2016 to October 15, 2016. 
We take one lane as the prediction point and its two upstream lanes as the input. 
3.2 Result and comparative analysis 

In the SVR model, the more important parameters are penalty factor 𝐶𝐶, kernel function 
parameter 𝛾𝛾, and error ϵ. In this paper, 10-fold cross validation is used. In the experiment, 3/4 data 
is used to train the model, then we can gain the result: 𝐶𝐶 = 5, 𝛾𝛾 = 0.0001, and ϵ = 0.1.  

Then, we apply a three-layer BP neural network and the conventional SVR to compare analysis, 
and the trends of the predicted and measured values are shown in Fig. 4. It can be seen that all three 
models can fluctuate according to the actual data.  

Figure 4 The curve between the measured value and the predicted value 
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In order to describe the forecasting abilities of the models, we introduce four evaluation indexes 
of traffic flow model: the mean square error(MSE), the mean absolute error(MAE), mean absolute 
percentage error(MAPE) and the equalization coefficient(EC). Then the calculated values of these 
indexes derived from above three models are shown in Table 1. 

Table 1 The comparison between SVR and BP neural network model 
Models MSE MAE MAPE EC 

BP 59.15 5.66 0.29 0.81 
SVR 48.62 5.17 0.30 0.83 
SVR 

(phase space reconstruction) 38.89 4.64 0.29 0.85 

 
As can be seen from Table 1, the SVR based on phase space reconstruction is superior to the 

other models in the three indicators of MSE, MAE and EC, and equal to the BP neural network in 
the MAPE index. Therefore, the SVR based on phase space reconstruction has good prediction 
performance. 

4. Conclusions 
This paper applies the open microwave data provided by the OpenITS system to predict the 

short-term traffic flow with the SVR model. When reconstructing the phase space, the algorithm 
based on KNN is used to obtain the embedding dimension and delay time. After that, the 
reconstruction result data is used as an input vector and input into the SVR model to predict the 
short-term traffic flow. The results show that the proposed model can effectively perform short-term 
traffic flow forecasting and is superior to the neural network and the conventional SVR model in 
most evaluation indexes of traffic flow model.  
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