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Abstract. The Modern industrial devices are becoming more and more complicated and the data generated by industrial 
processes are increasing. It has become increasingly difficult to establish accurate mathematical models for fault 
diagnosis. In view of this situation, data-driven fault diagnosis methods have attracted attention and rapid development. 
This article reviews various methods based on data-driven fault diagnosis for industrial processes, and finally makes a 
forecast. 
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INTRODUCTION 

The ethylene industry is an important base for the petrochemical industry. Ethylene production is an important 
indicator of a country's chemical industry level. Due to the dual pursuit of ethylene production and quality, modern 
ethylene production equipment is also moving towards large-scale and complex development. It is difficult for this 
large-scale and complicated industrial process to establish accurate mathematical models based on physical and 
chemical mechanisms to monitor and diagnose faults. With the development and maturity of machine learning and 
data mining technology, fault diagnosis and analysis technology based on historical process data has opened up new 
ways for fault diagnosis of large-scale complex industrial processes. The data-driven fault diagnosis method does 
not need to consider the exact mathematical model, but only needs to train the model to complete the fault analysis 
and diagnosis from a large amount of historical or online data generated during the operation of the system, and this 
method has gradually become a hot topic in the field of fault diagnosis. This article selects a typical chemical 
process ethylene cracker to study the application object to illustrate the application of data-driven fault diagnosis 
methods in complex industrial processes. 

DATA-DRIVEN FAULT DIAGNOSIS METHODS 

Machine learning methods are generally divided into supervised learning, non-supervised learning, and semi-
supervised learning. Data-driven fault detection and diagnosis methods can also be divided into supervised learning-
based fault diagnosis, unsupervised learning-based fault diagnosis, and the fault diagnosis of semi-supervised 
learning is shown in Figure 1. Below we will explain each fault diagnosis method in the figure. 
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FIGURE 1. Classification chart of data-driven fault diagnosis method 

Fault Diagnosis Method Based on Supervised Learning 

Supervised learning methods in the field of machine learning utilize marker sample data for training system 
model classifiers. Neural networks and support vector machines are two important classes of supervised learning 
classifiers. From a certain perspective, fault diagnosis can be constructed as a pattern recognition problem whose 
goal is to be able to classify sample data well based on certain rules. Based on this, we will explain the fault 
diagnosis method based on neural network and the fault diagnosis method based on support vector machine in this 
part. 

Fault Diagnosis Method Based on Neural Network 

It is very suitable for application to the fault diagnosis system [1] because the neural network has the functions of 
processing complex multi-mode and associating, conjecture and memory. The fault diagnosis method based on 
neural network is based on training data to establish the mapping of fault recognition and classification. Then, the 
trained network is used for the new observed data, and the abnormal situation is judged by [2]. The learning process 
of neural network is to adjust the connection weight and the threshold of each functional neuron according to 
training data. In other words, the knowledge that [3] learns is contained in the connection weights and thresholds. So 
far, one of the most successful neural network learning algorithms is the well-known error inverse propagation 
algorithm (BP) [4]. There have been quite a lot of research on the problem of fault detection and diagnosis by using 
BP neural network algorithm.  

In the field of chemical engineering, literature [5-9] describes the effectiveness of neural networks in the 
problem of fault diagnosis in detail. In document [10], a real-time online recursive learning algorithm based on 
functional connectivity neural network and improved BP network is presented. A soft fault diagnosis system for 
cracking furnace in large ethylene plant is developed based on a hybrid system consisting of neural network and 
expert system. The system can not only diagnose the failure mode or category of the cracking furnace, but also 
diagnose the "grade" of the fault at the same time.  
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Fault diagnosis method based on SVM 

Neural network usually needs a large number of samples to train the model. Support vector machine (SVM) [11] 
overcomes the situation when the data sample is not enough, and it is a classifier suitable for small sample. In the 
case of fault diagnosis, document [12] gives the steps to establish the SVM fault diagnosis model. 

The fault diagnosis method based on SVM has been applied to many aspects of the production of ethylene 
industry. Document [13] applies support vector machine classifier based on immune culture algorithm to fault 
diagnosis of industrial ethylene cracking furnace. Through field data test, classification accuracy reaches a high level, 
showing good application prospects. According to the problem of parameter selection in least squares support vector 
machine, a clonal selection algorithm is introduced in document [14]. A least squares support vector machine based 
on improved clonal selection algorithm is proposed. It is applied to the learning and prediction of the cracking depth 
of ethylene cracking furnace. The simulation shows that the method has the advantages of high precision of fast 
training and high precision. 

Fault Diagnosis Method Based on Supervised Learning 

In unsupervised learning, the marking information of training samples is unknown. The goal is to reveal the 
intrinsic properties and rules of data through learning from unlabeled training samples. Fault diagnosis method of 
unsupervised learning basic is also a continuation of the field of machine learning in unsupervised learning based on 
the first application of principal component analysis, independent component analysis method for feature extraction 
or dimensionality reduction of industrial process data, and then the analysis and diagnosis of the fault data using the 
method of multivariate statistics. In this part, we will expound the methods of principal component analysis (PCA), 
independent principal component analysis (ICA) and clustering in this kind of diagnostic method. 

Fault Diagnosis Based on PCA 

In theory, PCA technology is a matrix form of the high dimensional training data of the system and then a series 
of matrix operations. The PCA based fault diagnosis generally first passes the matrix operation to find the principal 
component model of the original training data sample. After finding the principal component model of data samples, 
we will then determine the statistics of the total data. The common statistics include SPE statistics [15] and 
Hotelling T2 statistics [16]. Finally, the control limit [17], which determines the operation of the process by the 
normal data, is to judge whether the data is normal or not by the control limit so as to complete the fault diagnosis. 

Literature [18] uses TE process platform to generate simulation data and uses MATLAB software to establish 
fault detection and diagnosis model. The experiment shows that the fault diagnosis method based on PCA can react 
to the abnormal change of the process, and it can find out the cause and the details of the fault correctly. But for 
PCA, it does not be applied to linear and non-separable data. Literature [19] proposed the kernel PCA method 
(KPCA), which can be applied to data fault diagnosis. 

Fault Diagnosis Based on ICA 

Because today's industrial process is developing towards large-scale and complex development, there are a large 
number of measurement variables in the process, but these variables are not independent of each other, but are 
driven by only a few independent variables. Independent component analysis (ICA), [20], is to deal with this 
situation, its purpose is to decompose the observed data linearly, and decompose it into statistical independent 
components. The fault diagnosis based on ICA is to monitor and analyze the decomposed independent components 
in order to realize the purpose of fault diagnosis.  

A new statistical process control method based on ICA is proposed in document [21]. This method is superior to 
traditional PCA method in multivariable statistical process control. In document [22], a nonlinear process control 
method based on nuclear independent component analysis (KICA) is proposed. This method is applied to the fault 
diagnosis in the TE process, which can effectively capture the nonlinear relationship in the process variables and 
show the superior fault detection ability. The [23] first analyzes some shortcomings of the original ICA method, and 
then proposes a ICA method based on particle swarm optimization algorithm (PSO-ICA), the fault diagnosis method 
is applied to the TE process, showing that PSO-ICA method can effectively capture the independent component of 
process variables.  
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Fault Diagnosis Based on Clustering 

From Clustering in machine learning attempts to divide the castrated edition of data into several disjoint subsets, 
and each subset becomes a cluster. Through such a division, each cluster may have some potential concepts. In fault 
diagnosis based on clustering, clustering algorithm is usually used to cluster the normal data and fault data, and then 
each cluster is analyzed to achieve the purpose of fault diagnosis.  

Document [24] uses interval two type fuzzy C-means clustering method to simulate ethylene cracking furnace 
process data, and it verifies that this method is effective. The [25] for C clustering in small samples and categories of 
traditional cross space sample error problem, the paper studies a dynamic kernel clustering algorithm, and proposed 
using this method to identify the production of ethylene cracking furnace optimal operation mode, the feasibility of 
dynamic kernel clustering method in table Ming on the actual industrial applications. In document [26], a fuzzy C 
means clustering algorithm based on particle swarm optimization is proposed to overcome the outburst of clustering 
results in fuzzy C mean clustering algorithm. The algorithm is applied to motor fault diagnosis. Experiments show 
that the algorithm makes up for the defects of fuzzy C-means algorithm, improves the efficiency and accuracy of 
clustering, and improves the result of fault diagnosis.  

Fault Diagnosis Method Based on Semi-Supervised Learning 

In real industrial production process, a lot of unlabeled sample data can be collected easily and obtaining labelled 
sample data requires manpower and material resources. Semi supervised learning is to allow the learners to improve 
their learning performance without relying on external interaction and using unlabeled samples automatically. 
Therefore, the fault diagnosis based on semi supervised learning has gradually become a hot spot in the field of fault 
diagnosis.  

The [27] presents a fault diagnosis method based on online semi supervised learning, and experimental 
verification based on the failure mode of diesel engine under 8 different conditions were studied, the result showed 
the markers of fault samples is small, the addition of unlabeled fault samples can cause failure classification 
accuracy of 5%~8%. The [28] proposed a semi supervised SVM fault detection method based on the two stages of 
learning, the experimental method with support vector machine (SVM), fuzzy support vector machine (FSVM) were 
compared, the results show that the method in different number identification sample set under the condition that the 
fault detection accuracy is improved greatly compared with the other algorithm. 

CONCLUSION 

As the industrial process is becoming more and more complex, it is becoming more and more difficult or 
impossible to establish a precise mathematical model for fault diagnosis. In this paper, a data driven fault diagnosis 
method is reviewed. Data driven fault diagnosis only needs a lot of process data, and the knowledge discovery is 
carried out by machine learning and data mining. With the rapid growth of human data hitherto unknown, I believe 
that in the future to data driven fault diagnosis method will gradually become the mainstream trend, also urgently 
need to develop more of the fault diagnosis method based on data driven to deal with every kind of problem, the 
combination of complementary methods I believe will be a direction of development of a new fault diagnosis 
method the. 
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