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Abstract. The deep reinforcement learning algorithm based on visual perception and intelligent decision combines the 
perception ability of convolutional neural network with the decision control ability of reinforcement learning via end-to-
end learning style and realizes the process from raw visual input to decision action output. It has been extensively applied 
to high-dimensional visual input and decision control tasks since it was put forward. In this paper, the deep reinforcement 
learning algorithm based on Q value was proposed to realize local trajectory planning of mobile robot in a dynamic 
environment. Compared with the vulnerability of artificial design expert system, this algorithm possesses stronger 
robustness. By realizing the transformation from experience-driven man-made features into data-driven representation 
learning, this algorithm has greatly improved the real-time obstacle avoidance performance of robots. 
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INTRODUCTION 

As the application areas of mobile robot [6]. become increasingly extensive, higher and higher requirements are 
raised for the intellectualization of mobile robot. The mobile robot should be able to move along the path from a given 
starting point to the target point in a complicated dynamic environment and conduct real-time local trajectory planning 
to avoid obstacles when encountering dynamic obstacles. The mobile robot is required to bypass all dynamic obstacles 
safely with the minimum deviation from trajectory. But if the robot acquires local environmental information by 
relying on sensors with limited perception when there is no prior information in the dynamic environment, inaccuracy 
will be inevitably caused to the environmental map model established. Local trajectory planning depending on 
uncertain environmental model will certainly result in uncertainty of transmissibility. 

In order to solve the problem of control for the robot’s intelligent decisions in a complicated dynamic environment, 
we proposed the deep reinforcement learning [1-2], method based on Q value. It extracts features of the robot’s current 
local environmental information with deep convolutional neural network as the decision basis of reinforcement 
learning and realizes the mapping of state perception information into motion activity through end-to-end learning 
style. Hence, the problem of trap area and local minimum existing in traditional local trajectory planning algorithms 
can be solved. 

RELEVANT WORK 

Convolutional Neural Network 

Originating from artificial neural network [3], convolutional neural network is often composed of multilayer 
nonlinear arithmetic units by setting output of lower layer as input of higher layer. It will automatically study 
complicated characteristic mapping from the mass training data, so as to discover distributed characteristics [5], of 
data. Compared with traditional pattern recognition models, it can extract relevant characteristics and eliminate 
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irrelevant information from the image through handcrafted feature extractor. A more interesting pattern of deep 
learning is to complete the task of image characteristic extraction by relying on the built-in self-learning function of 
feature extractor. 

Reinforcement Learning 

Reinforcement learning [4]is a branch of machine learning. Compared with other classic machine learning 
algorithms, it is an algorithm of studying and solving sequence multistep decision-making problems in interaction and 
aims to search the optimum strategy   that can make the intelligent agent acquire the maximum cumulative return, 
which will be its biggest characteristic. 

As for the intelligent agent of reinforcement learning, the sum of rewards from time t to time T is defined as: 
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The discount attenuation coefficient ]1,0[ is introduced, to avoid falling into infinite loop, and to measure the 

value proportion of future return at the current moment. 

The state action value function ),(Q as  is defined as the target maximum cumulative return of intelligent agent 

of reinforcement learning, and the long-term expected return of strategy   after taking action a under states is 
quantified. Till the plot of strategy   ends, it is defined as: 
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For all state action pairs, if the expected return of one strategy *  is greater than or equal to the expected return 
of all other strategies, then strategy  will be called optimum strategy [7]. It is defined as: 
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Formula (3) is called optimum state action value function, and this optimum state action value function follows 
Bellman’s optimal equation, i.e.: 
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In traditional RL, Q value function is often solved through the iteration of Bellman equation: 
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DEEP REINFORCEMENT LEARNING ALGORITHM BASED ON Q VALUE 

In this paper, the Q learning method [9] based on time difference was adopted. The intelligent agent of 
reinforcement learning based on value function focuses on value function only, rather than try to understand how the 
model works. It is a method to evaluate the Q value of each action first, and then to solve the optimum strategy 

)|( sa  according to Q value. The strategy function can be obtained indirectly from value function. The interaction 
process between intelligent agent of reinforcement learning and environmental kinetic model forms a closed loop 
between the robot’s situation awareness and decision control to adjust the weight of convolutional neural network 
model. The process observed by the intelligent agent of reinforcement learning is a partially observable Markov 
decision process, i.e.: 
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In Q-learning method based on time difference, action strategy (strategy producing data) and strategy to be 
evaluated are not the same strategy. The action strategy produces data through strategy dygree- . The current 
behavior value function is updated via time difference target. 

State Action Value Function Representation 

As for the conditionality problem of Q-learning, it updates and iterates Q value based on chart method according 
to the past state action space, thus its applicable state and action space are very small. Q-learning cannot process a 
state that never appears. In other words, Q-learning lacks generalization ability. In order to endow Q-learning with 
predictive ability, we fitted Q value with function via regression method: ),(*Q);,(Q asas  . represents the 
model parameter, and the model is either linear or nonlinear. In this paper, convolutional neural network was used to 
fit Q value, and the network weight was updated with small batch data showing stochastic gradient descent directly 
from raw input. Generally speaking, it can gain generalization ability better than manual design features. 
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Preprocessing and Convolutional Neural Network Model System Structure 

The input of deep convolutional neural network is the 80x80 original image perception region centering on robot, 
and this state means environmental perception scope of laser radar and camera sensor. Besides, the environment on 
which the robot makes a decision is also based on this scope, and it is not necessary to make a decision in the total 
perception scope. Three layers of CNN and two layers of FNN are adopted in network architecture design. The 
network inputs state S only and the output is Q value corresponding to various offline actions a. The network structure 
is presented in Fig. 1. 

 

 
FIG. 1. Convolutional network structure 
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EXPERIMENTAL RESULTS AND CONCLUSION 

Training Visualization of Convolutional Neural Network Model 

The network input is a local state image centering on the robot provided by the simulation environment, and self-
interactive learning is conducted according to reward and punishment function set for dynamic obstacle avoidance. 
The reward function ranges from 10 to -6. Such rewarding mode has restricted the scale of derivatives and made 
training easier. Meanwhile, it can make the intelligent agent of reinforcement learning tend to high-return reward of 
different scales. During network training of each time, 32 data were used, and the stochastic gradient descent algorithm 
was applied. The behavioral strategy in the training process was random – greedy search algorithm. Network training 
was conducted for 6 million times, and experience replay pool [8] of 200 thousand frames was used. We conducted 
model evaluation through calculating loss function and timely return of the model at regular intervals in the network 
model training process. Generally speaking, Timely returns often contain noise. as a tiny change of strategy weight 
will lead to the variation of distribution of various policy access states. Fig. 2 presents the variation trend of loss 
function value, and Fig. 3 shows the change of timely return in the robot training process. According to the figure, 
after neural network training reaches the 60th stage, the network tends to converge and become relatively stable. The 
network divergence problem was not encountered in the experiment. 

 

 
FIG.2. Network training loss function                    FIG.3. The average state action value 

Experimental Results and Conclusion 

The fragment screenshots of Fig. 4 show experimental results about the local trajectory and dynamic obstacle 
avoidance of mobile robot. The green mobile robot ball moves from the initial position at the left bottom to the target 
point at the top right corner along the trajectory, and the blue obstacle ball moves from the top right corner to the left 
bottom along the trajectory. As shown in the figure, when the mobile robot moves toward the target point along the 
trajectory and encounters the obstacle, the deep reinforcement learning algorithm will choose the optimum action 
according to the requirement of minimum deviation from trajectory and dynamic obstacle avoidance. The robot will 
continue to move toward the target point after avoiding the obstacle. 

 

   

FIG.4. Fragment screenshots of mobile robot trajectory tracking and dynamic obstacle avoidance 
 
The experiment shows that the deep reinforcement learning algorithm based on Q value is characterized by simple 

implementation structure, small calculation amount and good instantaneity in local trajectory planning and possesses 
very strong robustness for the state space of mobile robot. The path planned can not only conduct dynamic obstacle 
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avoidance effectively in a short time, but also strengthen environmental adaptation of the system. The reinforcement 
learning method has realized the transformation from single task solving into solving of a group of tasks, but the 
application scope is still in low-dimensional and discrete action space. 
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