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Abstract—Dempster-Shafer (D-S) evidence theory has been 

widely used in multisensor data fusion to deal with uncertain 
information. But unreasonable results may be produced by using 
D-S combination rule in the case of that data are conflicting with 
each other. This paper proposes a modified evidence combination 
method based on information gain and fuzzy preference relations. 
This method takes account of both historical data and real-time 
data by introducing the concepts of historical support and real-
time support, so it can obtain more accurate results by using 
more effective information. In order to evaluate the performance 
of the proposed evidence combination method, an example of 
classifying the patient’s state by five vital signs is given in this 
paper. The simulation experiment shows that the proposed 
modified method achieves higher classification accuracy 
compared with other three data fusion methods. 
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I. INTRODUCTION 

Multisensor data fusion is a subset of data fusion that is 
used to combine data and information from multiple sources to 
obtain more accurate results. The main idea of data fusion is to 
make more accurate decisions in consideration of the 
imperfections (incomplete data, uncertainty, inconsistency, etc.) 
of the data from a single data source. In 1986, the joint 
directors of laboratories (JDL) of the US Defense Department 
proposed the term “data fusion” [1]. Since then data fusion has 
developed rapidly.  

Data fusion algorithms play an important role in the 
efficiency and accuracy of the processed information. Some 
algorithms, such as fuzzy set theory [2], neural networks [3], 
Dempster-Shafer (D-S) evidence theory [4], support vector 
machines (SVM) [5], etc., are all important algorithms in data 
fusion field. Compared with other methods, D-S evidence 
theory proposes a mathematical framework to handle 
uncertainty problems, so it is widely used in data fusion field. 

Unfortunately, there are still some insufficiencies in D-S 
theory that are mainly focused on the combination rule. 
Typically, the results may be inaccurate or unreasonable when 
highly conflict evidences are synthesized by D-S combination 
rule.  

In response to the above problems, scholars have put 
forward a lot of improvement methods which can be divided 
into two kinds of categories. The methods in the first category 

are to modify the D-S combination rule: Yager [6] proposed a 
conservative method assigning the conflict factors to the 
recognition framework. Li, et al. [7] and Pan, et al. [8] assigned 
conflict factor to all focal elements by a certain proportion, 
getting better results than that of Yager. The methods in the 
second category are to process the original evidence: Murphy, 
et al. [9] assigned equal weight to each evidence by an average 
way. Deng, et al. [10] and Liu, et al. [11] proposed a weighted 
average method according to the interrelationships of evidences. 
Most of the methods require the support or weight of evidence, 
but the calculation of support is based on the evidence itself 
without taking into account the impact of the source of 
evidence which can be quantified by historical data. 

In this paper, a modified evidence combination method is 
proposed for multisensor data fusion which is based on 
information gain and fuzzy preference relations. It can help 
data fusion systems make more accurate decisions by rational 
use of both historical data and real-time data. 

II. MODIFIED EVIDENCE COMBINATION METHOD 

In the practical application of data fusion, it usually 
contains vast amounts of historical data and real-time data. 
However, most of the improved algorithms for D-S evidence 
theory cannot combine the two kinds of data effectively to form 
a reasonable fusion result. In this section, a new evidence 
combination method based on information gain and fuzzy 
preference relations is proposed to solve the above problem. 

Suppose the detection system has n sensors with m results 
and each decision result can be represented by a single element 

jt . The recognition framework [4] is 1 2{ , , , }mt t t   , and n 

basic belief assignments (BBAs) that are expressed as 

1 2, , , nm m m  can be obtained from n sensors. When the belief 

is only assigned to the single element jt , the entropy of im  is 

consistent with the Shannon entropy [12]. 

A. Proposed Historical Support Based on Information Gain 

Historical support proposed in this paper is calculated by 
historical data. Historical data includes not only the sensor data, 
but also the true verdicts, so it is obvious to see which sensor 
has higher accuracy. The historical support of evidences can be 
measured by the information gain. The greater the historical 
support is, the higher the credibility of the evidence is. 
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The information entropy ( )H d  of decision variable d can 
be expressed as 
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where ( )jP d t  is the probability of event jd t . 

Then the conditional information entropy of im  can be 
calculated by 
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The information gain of im  can be expressed as 
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Finally, normalize the information gain and get the 
historical support by 
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B. Proposed Real-time Support Based on Fuzzy Preference 
Relations 

The real-time support proposed in this paper is calculated 
by real-time data. The distance between two evidences can be 
used to show the degree of similarity. The farther the distance 
is, the lower the similarity is. The real-time support based on 
fuzzy preference relations is proposed to measure the 
credibility of the evidence. 

The Jousselme’s distance ijd  between evidences im  and 

jm can be calculated as in [13]. Then calculate the average 

distance between im  and other evidences by 
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The logsig function (
1

log ( )
1 kx

sig x
e


) is widely used in 

neural networks as the transfer function. The reference [14] 
used the function to calculate the fuzzy preference relations 
between samples to characterize the orderly structure between 
samples. We extend the application to characterize the support 

of evidences. The raw real-time support of im  can be 
calculated by 
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where k N . Different values of the parameter k reflect 

different quantitative criterion for the same distance id  
between evidences, the appropriate value can be selected by 
experiments or expert opinions. 

Then get the real-time support by normalizing the raw real-
time support expressed as 
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C. Modified Evidence Combination Method 

Assume that 1m  and 2m  are BBAs of the recognition 

framework   for two evidences 1E  and 2E , the focal 

elements of 1m  are ( 1,2, )iA i    and the focal elements of 

2m  are ( 1,2, )jB j   . 

The classical D-S combination method [4] can be expressed 
as 


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The proposed combination method in this paper is 
expressed as 
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and ( )rm X  is expressed as 
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where 1   ,  and  are adjustment factors to control the 
proportion of the historical part and the real-time part 

respectively. The factor can be calculated by his

tot

num

num
  , 

where hisnum  is the number of historical records and totnum  is 
the number of total records. The parameter K is calculated in 
the same way as the D-S evidence theory by (9). 

D. Procedures of Modified Evidence Combination Method 

BBAs are formed from the original data firstly and then the 
BBAs are combined according to the proposed method in this 
paper as shown in Figure 1. The key procedures of the method 
are as follows. 

Step1: Obtain BBAs through membership function from the 
original data. 

Step2: Calculate historical support and real-time support. 

Step3: Fuse BBAs by the modified evidence combination 
method and select the decision corresponding to the maximum 
reliability value as the final result. 

 
FIGURE I. THE PROCEDURES OF MODIFIED EVIDENCE 

COMBINATION METHOD 

III. CASE ANALYSIS 

Real medical readings collected from the multiparameter 
intelligent monitoring in intensive care (MIMIC) database [15] 

are used in our simulations. 1800 records of the patient 
numbered 055n are extracted to be divided into three different 
categories represented by A, B, and C respectively. Each 
category consists of 600 records and each record contains five 
vital signs: blood pressure (BP), heart rate (HR), pulmonary 
artery pressure (PAP), respiratory rate (RESP) and the blood 
temperature (Tblood). 

The extracted dataset is divided into two parts, where one 
part is taken as the historical data (1200 records) and another 
part is taken as the real-time data (600 records). There are five 
vital signs in one record. Five vital signs correspond to five 
evidences whose BBAs can be expressed as BPm , HRm , PAPm , 

RESPm  and Tbloodm  respectively.  

The recognition framework is set to { , , }A B C   because 
our goal is to determine the category based on the vital signs. 
The characteristics of historical data are extracted to determine 
original BBAs of evidences. The definition of an original BBA 
can be expressed as 


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where 1 , 2  and 3 are the mean values of the three 

categories from historical data, 1 , 2  and 3  are standard 
deviations of the three categories from historical data. 

TABLE I. ORIGINAL HISTORICAL DATA IN CATEGORY A 

No.
BP 

(mmHg)
HR 

(bpm)
PAP 

(mmHg) 
RESP 
(bpm) 

Tblood
(degC)

Category

1 82 88 20 15 37.1 A 
2 82 88 19 15 37.1 A 
3 83 88 20 15 37.1 A 
… … … … … … … 
398 97 109 26 22 36.7 A 
399 96 109 25 22 36.7 A 
400 96 109 25 23 36.7 A 

 

Table I shows the part of the sample data of original 
historical data in category A, BBAs can be determined by (13). 
In the same way, we can get the BBAs of historical data and 
real-time data in other categories. After the determination of 
BBAs, we can continue to fuse them following the procedures 
in Figure 1. Based on the BBAs, the results of proposed 
modified combination method are compared with that of D-S 
evidence theory, Murphy’s method in [9] and Yu’s method in 
[16]. 

Figure 2 shows the influence of parameter k of membership 
function in (6). As mentioned in section III, the appropriate 
parameter k can be selected by experiments or expert opinions. 
Here we choose the appropriate value by experimenting with 
historical data. From Figure 2, it is obvious to see that the 
proposed modified method in this paper works best when k = 

326

Advances in Intelligent Systems Research (AISR), volume 151



105 and the correct rate tends to be stable as k increases. So we 
set k = 105 in the next simulation. 

Figure 3 illustrates the performance of four different 
combination methods. There are 600 real-time records to be 
classified in this experiment. The changing trends of these 
algorithms are similar, but the modified combination method in 
this paper obtains the highest correct rate, whose correct rate is 
0.9450, when all of the samples are classified. The correct rate 
of Murphy’s method is similar to that of Yu’s method, and they 
are all a little lower than 0.94. The correct rate of classical D-S 
evidence theory is worse than other methods which is 0.9067. It 
can be seen that Murphy’s method and Yu’s method have a 
certain effect by improving the D-S evidence theory, but the 
modified method in this paper works better. 

 

FIGURE II. THE INFLUENCE OF PARAMETER K 
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FIGURE III. THE CORRECT RATE OF DIFFERENT METHODS 

IV. CONCLUSIONS 

Different sensors always produce conflicting data in a 
multisensor data fusion system which contains vast amounts of 
historical data and real-time data. D-S evidence theory cannot 
deal with problems effectively in such a situation. With 
analysis of different kinds of improved methods, a new 
modified evidence combination method based on information 
gain and fuzzy preference relations is proposed. The proposed 
method can not only obtain more accurate results with the 

effective combination of historical data and real-time data but 
also handle the conflict validly between different sensors as 
shown in the above experiment. 
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