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Abstract—In this paper, the authors consider the use of 

data representation algorithms in automated control 
systems in railway transport. Examples of several 
algorithms illustrate the approaches that are used when 
creating such solutions. The issue of the stability of data 
representation algorithms in the methods of linear analysis 
is considered separately. In particular, the authors pay 
special attention to such characteristic of these algorithms 
as non-linearity. The article considers the methods for 
calculating the nonlinearity of a vector Boolean function. It 
presents an algorithm for calculating nonlinearity based 
on the properties of the Sylvester-Hadamard matrices. The 
authors give estimates of computational complexity for 
algorithms, as well as estimation of the memory size of the 
algorithm necessary for the operation. 
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I. INTRODUCTION 

In the modern world, the role of automated control systems 
(ACS) increases every year. The use of automated 
management systems allows increasing the efficiency of 
process control by increasing the efficiency of management 
and accelerating the performance of individual data collection 
and processing operations. The railway transport industry was 
not an exception. 

The ACS used in the railway sector is assigned the 
following tasks: 

• adjusting the processes of moving the rolling stock along 
the railroad track; 

• creating a two-way communication between the 
dispatcher and the driver; 

• control over the processes of loading wagons; 

• tracking of passenger traffic; 

• immediate processing of current information on the state 
of rolling stock, railway tracks; 

• adjustment of the train traffic. 

An example of the scenario of the application of the 
automated control system is the receiving and processing of 
information that is read by a sensor installed near the tracks, 
with RFID tags attached to the cars of the passing train. The 
received data can contain information about the state of the car 
and cargo. 

Modern automated control systems are complex hardware-
software complexes consisting of many components. The 
effectiveness of such a complex depends on the correctness 
and integrity of the transmitted information between the 
elements of the system. In some cases, it is required to ensure 
that information cannot be obtained by a third party. To 
protect information from unauthorized access or changes to 
the automated management system, solutions based on secial 
algorithms are available that can work in conditions of limited 
resources [1, 2]. 

In the last decade there have been many works devoted to 
this area. Such attention is due to the development of the idea 
of the "Internet of things", which is a network connecting 
objects of various types. Examples of such objects are 
household appliances, vehicles, smart sensors and radio 
frequency identification tags. Since a lightweight 
cryptographic algorithm should work with devices with low 
processing power and a small amount of memory, but at the 
same time show a speed that is acceptable from a practical 
point of view, the cipher developer faces the difficult task of 
choosing the optimal solution in terms of performance, cost, 
and stability [3, 4]. 

At the heart of many information security systems lie 
algorithms that are called block algorithms. Such algorithms 
break open text into blocks and convert each block into cipher 
text. Next, several algorithms of data representation will be 
considered. 

II. PRESENT 

The specification of the block cipher PRESENT was 
published in 2007 [5]. This algorithm works with blocks of 64 
bits long and supports keys of 80 or 128 bits long. The number 
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of rounds is 31. This algorithm was developed for use in RFID 
tags and measurement sensors. 

This algorithm refers to algorithms of the type of a 
substitution-permutation network. A key feature of this 
algorithm is the use of bit permutations. These operations take 
a relatively large amount of CPU time for software 
implementation, but are very simple in hardware. Figure 1 
shows a scheme of two rounds of PRESENT algorithm. 

 
Fig. 1. The schematics of the PRESENT algorithm round. 

The PRESENT scheme served as the basis for many other 
algorithms, such as the block algorithm LED and hash 
functions PHOTON, DM-PRESENT and SPONGENT. 

 
III.  SIMON AND SPECK 

These two block algorithms are developed by the US 
National Security Agency and submitted to the public in 2013 
[6]. Both are Feistel networks and belong to the family of so-
called ARX-algorithms, whose round functions contain logical 
AND operations, cyclic shift and modulo addition. 

SIMON is designed for hardware implementation. Table 1 
shows the characteristics of various SIMON cipher variants. 

 

TABLE I. PARAMETERS OF SIMON BLOCK CIPHER 

Parameters of SIMON block cipher 

Block size Key length Number of rounds 

32 64 32 

48 72 / 96 36 

64 96 / 128 42 / 44 

96 96 / 144 52 / 54 

128 128 / 192 / 256 68 / 69 / 72 

 
Figure 2 shows the schematic of the SIMON cipher round. 
 
 
 
 

 
Fig. 2. The schematics of the SIMON algorithm round. 

 

The SPECK code is optimized for application in the form 
of software implementation. Table 2 gives the characteristics 
of various variations of the SPECK algorithms. 

 

TABLE II. PARAMETERS OF SPECK BLOCK CIPHER 

Parameters of SPECK block cipher 

Block size Key length Number of rounds 

32 64 22 

48 72 / 96 22 / 23 

64 96 / 128 26 / 27 

96 96 / 144 28 / 29 

128 128 / 192 / 256 32 / 33 / 34 

 

Figure 3 shows the schematics of the SPECK algorithm 

round. 

 

Fig. 3. The schematics of the SPECK algorithm round. 
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IV.  SKINNY 

The SKINNY algorithm is introduced in 2016 [7] as an 
alternative to the SIMON and SPECK algorithm. This code 
represents a substitution-permutation network. A key feature 
of this algorithm is that the round key depends on both the 
master key and some internal state of the algorithm that is 
generated during the data representation process. 

Table 3 shows the characteristics of different variations 
of the SKINNY algorithms. 

 

TABLE III. PARAMETERS OF SKINNY BLOCK CIPHER 

Parameters of SKINNY block cipher  

Block size Key length Number of rounds 

64 64 /128 /192 32 / 36 / 40 

128 128 / 256 /384  40 / 48 / 56  

 

Figure 4 shows the schematic of the SKINNY round. 
 

 

Fig. 4. The schematics of the SKINNY algorithm round. 

 

V. METHODS FOR CALCULATING THE NONLINEARITY OF ROUND 

FUNCTIONS OF DATA REPRESENTATION ALGORITHMS 

The large variety of designs used in the construction of 
data representation algorithms results in the fact that 
researchers need objective criteria for evaluating and 
comparing the properties of these algorithms. The main 
characteristic for any of these algorithms is the resistance to 
linear analysis. 

The mathematical Boolean transformation model is the 
vector Boolean function. In turn, the value of the nonlinearity 
of the Boolean function reflects how well this function is 
approximated by linear functions. The high value of the round 
transformation nonlinearity characterizes the stability of the 
entire algorithms to the methods of linear analysis. The book 
[8] describes the problems of applying Boolean functions with 
a high nonlinearity value. 

Let { }1,0=E be a field of characteristic 2, Ζ  be a field 
of integers, and nE2 be a vector space. let us suppose that 

nEvu 2, ∈ is the scalar product of vectors u  and v is a 
quantity nnvuvuvu ⊕⊕= …11, , where ⊕  is the 
modulo 2 addition. 

Let us consider the Walsh-Hadamard transform, which is 
defined by formula 

( ) ( ) ( )∑
∈

⊕−=
nEv

vuvf
f uW

2

,1 .                    (1) 

The values of ( )uW f   are called the spectral coefficients 
of the function f in the literature. 

Let f  and g   be Boolean functions depending on the 
same number of variables, and the Hamming distance between 
Boolean functions is the quantity. Let be the set of linear 
Boolean functions that depend on variables. The nonlinearity 
of a function is given by 

( ) ( )gfdistfnl
nAg

,min
∈

= .                          (2) 

It is known that the nonlinearity (2) and the spectral 
coefficients (3) of the Boolean function are related by 

( ) ( )uWfnl f
Eu

n
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2
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2
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2 1

∈
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An ordered set m of Boolean functions of n variables 
( ) ( ) ( )( )xfxfxF m…,1=  is called a vector Boolean 

function, and functions ( )xf i are called coordinate functions. 
The nonlinearity of a vector Boolean function ( )xF  is given 
by 

( )
{ }

( ) ( )( )xfcxfcFnl mm
Ec m

⊕⊕=
∈

…11
0\2

min .         (4) 

Taking into account expressions (1), (3) and (4), we can 
conclude that to calculate the nonlinearity of a vector Boolean 

function ( )xF , it is required to calculate the nonlinearity of 

12 −m  Boolean functions and to find the least one among 
them. The calculation of the nonlinearity of a Boolean 

function implies finding the n2  spectral coefficients, each of 

which requires the calculation of n2  summands. Each 
summand in (1) contains the scalar product of two vectors 

from nE2  which requires 12 −n  operations of addition and 

multiplication to calculate it. Thus, the complexity of 
calculating the nonlinearity of a vector Boolean function 

( )xF  can be estimated as ( )nO nm 22 + . 

Let us consider the matrices 
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Matrices of the form (5) are called Sylvester-Hadamard 
matrices. Their peculiarity is that if you order vectors from 

nE2  in lexicographic order, then the element at the 

intersection of the i -th row and the j -th column of the 

matrix nH  is equal to ( ) ji uu ,1− , where 
n

ji Euu 2, ∈ . 

Having constructed the matrix nH  of the necessary order, it 

is possible to obtain values of summands of the sum from (1), 
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without directly calculating scalar products of all possible 

pairs of vectors from nE2 . 

Applying the operation of elementwise modulo 2 addition 
to the truth table of the function f depending on the n  

variables and the row of the matrix nH  corresponding to the 

vector u , we get a set of length n2 consisting of the values 

( ) ii vuvf ,⊕ , where n
i Ev 2∈ . It should be noted that the 

execution time of the elementwise addition modulo 2 
operation in modern processors is comparable with the time of 
other elementary operations, such as addition and 
multiplication. We introduce the function 

( ) Ζ→k
k ExS 2: , where nk 2< : 

( ) ( )∑
=

−=
k

i

x
k

ixS
1

1 .                           (6) 

 

If  you save a set of function ( )xSk  values for all vectors 

kEx 2∈ in memory, you can significantly simplify the 

calculation of the spectral coefficient of the function f . We 

divide the set of values of the function f and the matrix nH  

row (that is of interest to us) into disjoint groups by k2  

elements, we obtain kn−2  pairs of groups. For each pair we 
perform an elementwise addition modulo 2 operation and find 

in memory the value of the function ( )xS k2
 for the result 

obtained. Summing the found values of the function ( )xS k2
, 

we obtain the required spectral coefficient. The complexity of 

this algorithm can be estimated as ( )122 +−+ knmO . 

A number of properties (0, 1) of matrices are obtained in 
[9, 10]. 

When implementing this algorithm, you should consider 
the amount of memory that is required to store the necessary 
structures. The minimum amount of memory that the matrix 

nH occupies is equal to n22  bits. An array with function 

( )xSk  values requires a minimum k2  of memory locations. 

The implementation of the algorithm described above is 
considered in [11]. 

VI.  CONCLUSIONS 

The use of algorithms of data representation in automated 
railway management systems contributes to ensuring the 
protection of information transmitted between the elements of 
the system, as well as reducing the cost of implementing this 
system. However, one should pay special attention to what 

algorithms are used in the system and how resistant they are to 
linear analysis. 
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