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#### Abstract

In order to improve the recognition rate of license plate characters, a new method based on combination feature and partial character input is proposed. First, according to the texture characteristics of the license plate character, the basic LBP operator is improved, and then the characteristics of the license plate partial character image are extracted using the improved local binary mode and horizontal vertical projection, and the classifier is trained with the extracted features. Then use this classifier to classify and identify license plate characters. The experimental results show that the overall recognition rate of license plate reaches $94.56 \%$ which proves the effectiveness and robustness of this method.
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## 1. Introduction

License plate recognition is one of the important components in the intelligent transportation system. It is also a classic topic in the field of image recognition. It mainly involves three technologies: license plate positioning, character segmentation, and character recognition. Character recognition technology is the core and difficulty of the entire system[1], In this paper, an improved extraction method of LBP features and horizontal vertical projection features[2]-[4] is proposed. The characteristics of license plate characters are fully expressed using various features, and the method has a good adaptability to Chinese characters, letters and numbers.

## 2. License Plate Character Recognition Feature Extraction

### 2.1 License Plate Character Recognition Preprocessing

The preprocessing process [3]-[7] adopted in this paper is shown in Figure 1, and the preprocessed characters are then followed by feature extraction [8] and character recognition [9].


Fig. 1 Flow chart of pretreatment

### 2.2 Character Feature Extraction

### 2.2.1 LBP Feature Extraction

## (1) Improved LBP Operator

On the basis of the basic LBP operator, according to the characteristics of the license plate characters, the basic LBP operator has been improved, and only two-thirds of the lower half of the 3 $\times 3$ pixel neighborhood is captured in the local binary mode descriptor. Therefore, there are 25 LBP eigenvalue modes for central pixels. While maintaining a high recognition rate, the speed of operation has also been greatly improved. Figure 2 is an example of an improved LBP operator. See formula(1).

$$
\begin{equation*}
L B P=\sum_{i=0}^{4} S\left(g_{i}-g_{c}\right) 2^{i} \tag{1}
\end{equation*}
$$

| 59 | 23 | 70 |
| :--- | :--- | :--- |
| 42 | 50 | 88 |
| 96 | 12 | 34 |



Binary number: 10010 decimal number:19
Fig. 2 Example of improved LBP operator base elements

## (2) LBP Statistical Histogram(LBPH)

LBPH combines the LBP[10] feature with the spatial information of the image. This representation is presented by Ahonen et al. in the literature[ 16] In the proposal. The LBP feature image is divided into N rows N columns and $\mathrm{N}^{2}$ local blocks, and the histogram of each local block is extracted, and then these histograms are connected in turn to form a statistical histogram of $25 \times \mathrm{N}^{2}$ dimensional LBP feature vectors.

### 2.2.2 Projection Feature Extraction

For the normalized $\mathrm{M} \times \mathrm{M}$ character lattice[11], a horizontal projection is performed first, followed by a vertical projection, so that a total of $2 \times \mathrm{M}$ dimension projection feature vectors can be obtained. The specific process is shown in Figure 3.

(a)Binary images (b) Horizontal projection histogram (c) Vertical projection histogram

Fig. 3 Projective feature extraction

### 2.2.3 Part-character Features

Compared with the method of full-character input, the partial character input method not only guarantees the effect of recognition but also improves the speed of recognition. At the same time, the partial character method also avoids the problem that adhesion characters are difficult to extract features[12]-[13]. If we select only $2 / 3$ of these 85 characters, we find that we can still recognize the characters and have a good degree of differentiation. Figure 4 shows the 16 characters and all letters and the partial characters of the numbers.


Fig. 4 The 16 characters and all letters and the partial characters of the numbers.

## 3. License Plate Character Classification

### 3.1 BP Neural Network

BP neural network [ 14] It is a typical multi-layer feedforward neural network with BP algorithm for error correction. It consists of two processes: the positive propagation of information and the reverse propagation of error. In this paper, a hidden layer of BP network is introduced, and multiple hidden layers are the same principle. In the BP neural network, a single sample has M inputs and N outputs. There are usually several hidden layers between the input layer and the output layer. In BP
neural network, the number of nodes in input layer and output layer is determined, and the number of implicit nodes is uncertain. In fact, the number of implicit layer nodes has an impact on the performance of the neural network. There is an empirical formula that can determine the number of implicit layer nodes, see formula (2)

$$
\begin{equation*}
h=\sqrt{m+n}+a \tag{2}
\end{equation*}
$$

Where H is the number of implicit layer nodes, M is the number of input layer nodes, N is the number of output layer nodes, and a is the adjustment constant between 1 and 10 . The design of neural network is very flexible. There is no absolute uniform standard. The structure and related parameters of the network are determined based on specific identified objects.

### 3.2 Character Classification Process

In this paper, we construct a sample set of feature vectors by feature extraction of license plate characters and use BP neural network[15]for classification study. The character classification process is shown in Figure 5.


Fig. 5 Character Classification Flowchart

## 4. Experimental Results and Analysis

In this paper, $2 / 3$ of the license plate characters is normalized to $20 \times 20$ pixels. the horizontal vertical projection features of the character images are extracted to form a 40 -dimensional feature vector. Secondly, the improved LBP feature extraction of the character image divides the extracted feature image into 4 rows and 4 columns with a total of 16 local blocks, extracts the histogram of each local block, forms a 512 -dimensional LBP feature vector, and finally combines it. Can form 552 dimensional feature vectors. At the same time, it takes 552 neurons to set the BP neural network to the input layer, the number of implicit layer neurons is 30 , and the number of output neurons is 85 . The experimental results are shown in Figure 6~9.


Fig. 6 Original

## 领 HY269

Fig. 7 Plates extracted

## 

Fig. 8 Separated characters

## chars: 桂CHY269

Fig. 9 License plate recognition results
The character image library used in this training and testing contains 13065 character images consisting of 51 Chinese characters, 24 letters(excluding I and O), and 10 numbers. On the same image test set, the proposed algorithm and other recognition algorithms are compared. The comparison results are shown in Table 1.

Table 1. Comparison of Recognition Results of Different Algorithm

|  | LBP | H+V | LBP+H+V | Modified LBP+H+V |
| :---: | :---: | :---: | :---: | :---: |
| Chinese character | $68.18 \%$ | $80.91 \%$ | $80.01 \%$ | $86.36 \%$ |
| Numbers, letters. | $80.91 \%$ | $96.36 \%$ | $92.73 \%$ | $96.36 \%$ |
| All Characters | $70.91 \%$ | $90.91 \%$ | $85.45 \%$ | $94.56 \%$ |

## 5. Conclusion

In this paper, a method for identifying license plate characters based on combination features and BP neural network is proposed. In view of the shortcomings of single features, combined features are adopted: improved local binary mode(LBP) and horizontal vertical projection features. The feature extraction is carried out by using partial characters. Many features fully express the characteristics of the characters and have good adaptability to Chinese characters, numbers and letters. Experimental results show that the overall recognition rate reached $94.56 \%$. Through comparison with other license plate character recognition algorithms, the effectiveness and robustness of this method is demonstrated, and it has a certain practical value.
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