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Abstract—This paper puts forward a data mining method on 
software system layer which is based on researches on clustering 
data mining. At first, this method gathers all kinds of software 
data. Then it extracts characters from them to mark softwares 
on Halstead software science. Thirdly, it classifies the softwares 
in different categories. For the softwares in the same category, it 
regards them as the same software cost or the similar software 
structure. For the softwares in the different category, it finds the 
essential different factors among them. At last, we show 5414 
experiment results in software system data mining. So we can 
conclude that this method is feasible and effective. 
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I.  INTRODUCTION  

The software engineering has a important status in 
development and application of computer. But with the 
development in size and complexity, some problems troubles 
the software engineering more and more. The problems 
includes: “how to compare softwares”, “what is the critria for 
the classification of software modules”, and etc.. For example, 
if we make no plan or implement blindly when program, a 
result can be make that the budget is broken through. If we 
don’t understand the customers’ needs, fully, we shall meet 
some problems in the late stage of programming. If we don’t 
program specificatedly or have no complete information about 
program, the result can also be failure. Such problems we 
always meet in the process of programming.  

After the conception of fuzzy sets was bring forward by L. 
A. Zadeh in 1965, the clustering method has more and more 
application fields. The classical clustering theory is as the 
follow. If the similarity of A and B is more than a specified 
threshold and so to B and C or A and C, A, B and C belong to 
the same cluster. That is to say that the quality of clustering is 
determined by the formula for calculating similarity. In fact, 
we get the formula by extracting feathers from practical 
problems. We need the feathers without redundancy and 
distortion. Because of the advantages of the clustering method,  
it was applicated in data mining. 

II. APPLICATION OF CLUSTERING IN DATA MINING 

A. Classification method 

Classification method is a common one in clustering 
methods. It classifies a special set into k subsets according to a 
certain principle of classification. Then it processes data in k-
means method or in k-medoids method. 

B. Model method 

Model method constructs a data model at first. Then it fits 
the given data with the model. At the end of clustering, each 
clustering is regarded as a new feature set.  

C. Density method 

Density method is a clustering based on distance between 
objects. At first, it sets a certain density threshold. Then it 
obtains clusters constantly until the density close to reference 
point is less than the certain threshold. 

D. Fuzzy clustering  method 

Fuzzy clustering method leads fuzzy mathematics into 
clustering. Its character is to soften the boundary of clusters.At 
first, it gives a value to indicate the similarity between two 
objects. And the value is between 0 and 1. Then it gets a 
matrix composed with similarity coeffcients. After solving the 
transitive closure operator, it gets a fuzzy equivalence matrix. 
At last, it outputs the results of clustering. 

III. FEASIBILITY OF CLUSTERING IN DATA MINING ON 

SOFTWARE SYSTEM LAYER 

A. A brief description of system 

Assuming a project W has n project files (p1, p2, p3,…pn) 
and each project files has t different modules (m1, m2, m3,…
mt), we can construct the project from bottom to top. We 
evaluate the project from modules. If we reguards each 
modules as a item set, some links and disciplines exist between 
different item sets. The task of data mining is to find them. 

B. Process of system 

Firstly, we must mark the modules correctly for a certain 
project. According to Halstead software science and part 
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repetitive theory, effectiveness of marking depends on the 
extracted characters. We choose lines of code, number of 
different operatings, number of different operators, total 
number of different operatings and total number of different 
operators to scale a module object. Then we cluster and 
simplify the module according to the similarity of modules in a 
same project. At last we can get a evaluating module of the 
whole project. 

IV. CONCEPTION AND METHOD OF DATA MINING ON 

SOFTWARE SYSTEM LAYER 

A. Definitions 

Definition 1: Center Knowledge 

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

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nsss 21  is n five dimensional vectors. 
Definition 2: Accuracy of Knowledge. It is a decimal between 
0 and 1 to measure the credibility among different 
classification. 
Definition 3: Floating Domain of Knowledge. It refers to all 
possible classifications of a group of objects. 
Definition 4: Degree of Deviation.It is a scale of degree of 
optimization of software. It can be get from the following 
formula. 

 2log1log 2221
   N                                (1) 

N is the number of lines of code in program. 1  is the 

number of operators in program. 2  is the number of operand.  

B. Process 

1) Process of generating center knowledge 
Step 1: Get data set of software. Each record takes a line in 

software data sets and has five fields. The five fields represend 
lines of code, number of different operatings, number of 
different operators, total number of different operatings and 
total number of different operators respectively. If we reguard 
each record as a vector, we can get five vectors or one five-
dimensional vector. So we can describe a program with a five-
dimensional vector. The relation between programs can also be 
calibrated by quantitative relationship between vectors. 
Change number of columns: Select the Columns icon from the 
MS Word Standard toolbar and then select “1 Column” from 
the selection palette. 

Step 2: Sampling. Because the scale of software data set is 
very large, we extract a sample set composed by data choosing 
from software data set at random.  

Step 3: Normalization. We use the following formula to 
normalize sample data.  
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                                                           (2) 

x is the value of a certain kind of data. minx  is the 

minimum of this kind of data. maxx
is the maximum of this 

kind data. We normalize the lines of code, number of different 
operatings, number of different operators, total number of 
different operatings and total number of different operators 
respectively. 

Step 4: Getting the fuzzy relation. If there are two vectors i 
and j, the fuzzy relation between them is as the following. 

2
1, )(

1
1 ikjk

m
kji xx

m
r                                   (3) 

m is the number of dimension of the two vectors. jkx
 is 

the normalized value of No.k sub-vector of vector j. ikx
 is that 

of vector i. 

Step 5: Getting the center knowledge. We can compose a 
similar relation matrix with fuzzy relation of n vectors. 
Obviously, it is a symmetrical square. Then we can classify all 
the vectors with ג, a horizonal cut set. The vectors, which is 
classified in the same category, have the same software cost 
and complexity.  

2) Process of generating knowledge floating domain 
Step 1: Calculating the degree of deviation with the 

following formula. 

 2log1log 2221
   N                                (4) 

N is the number of lines of codes. 1  is the number of 

different operators. 2  is that of different operatings. 

Step 2: Calculating the similar relation with the following 
formula. 
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. i and j are two vectors. 

Deviation of them are ji and
.  

Step 3: Calculating the floating domain. When Q has 
different values, we can get different classified sets. 

Step 4: Calculating the accuracy of knowledge with the 
following formula. 
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a) )(sf  is classification of center knowledge. )(sE  is 

that of floating domain. 

V. RESULTS OF EXPERIMENT 

We make experiment with Visual C++ 6.0. The test data 
comes from commercial software packages of Borland and 
Microsoft. 

We make the experiment in 5 steps: preprocessing, 
sampling, center knowledge mining, generating “flaoting 
domain” and “accuracy” and repeating step 2 to step 4. 

After 5 samplings, we get results as the following 5 tables. 

 

TABLE 1 RANDOM SAMPLING RESULTS FOR THE 1ST TIME (N=201, λ=0.8) 

Empirical 
 coefficient 

Q 
0.6 0.6 0.9 0.98 

Center of 
 knowledge 

Category 
6 

Category 
6 

Category 
6 

Category 
6 

Floating 
domain 

Category 
6 

Category 
6 

Category 
6 

Category 
6 

Min_corre
ctness 

0.5 0.5 0.5 0.5 

The actual  
accuracy C 

(0.60,0.65
,1,1,1,0.5) 

(0.60,0.68
,0.93,1,1,

0.5) 

(0.60,0.68
,0.93,1,1, 

0.5) 

(0.60,0.68
,0.93,1,1,

0.5) 
 
TABLE 2 Random sampling results for the 2ND  time (N=158,λ=0.8) 

Empirical 
coefficient 

Q 
0.6 0.6 0.9 0.98 

Center of 
knowledge 

Category 
6 

Category 
6 

Category 
6 

Category 
6 

Floating 
domain 

Category 
4 

Category 
4 

Category 
4 

Category 
4 

Min_correc
tness 0.66 0.66 0.66 0.66 

The actual 
accuracy C 

(0.87,0.87
,0.67,1,1,

1) 

(0.87,0.87
,0.67,1,1,

1) 

(0.87,0.87
,0.67,1,1, 

1) 

(0.87,0.87
,0.67,1,1,

1) 

 
TABLE 3 RANDOM SAMPLING RESULTS FOR THE 3RD TIME (N=99, λ=0.8) 

Empirical 
 coefficient 

Q 
0.6 0.6 0.9 0.98 

Center of 
 knowledge 

Category 
4 

Category 
4 

Category 
4 

Category 
4 

Floating 
domain 

Category 
7 

Category 
7 

Category 
7 

Category 
7 

Min_correc
tness 0.6 0.6 0.6 0.6 

The actual  
accuracy C 

(0.61,1, 
0.85,1) 

(0.61,1, 
0.85,1) 

(0.61,1, 
0.85,1) 

(0.61,1, 
0.85,1) 

 
 
 

TABLE 4 RANDOM SAMPLING RESULTS FOR THE 4TH TIME (N=51, λ=0.8) 

Empirical 
 coefficient 

Q 
0.6 0.6 0.9 0.98 

Center of 
 knowledge

Category 
7 

Category 
7 

Category 
7 

Category 
7 

Floating 
domain 

Category 
3 

Category 
3 

Category 
3 

Category 
3 

Min_corre
ctness 

0.7 0.7 0.7 0.7 

The actual 
accuracy C

(0.52,0.52
,1,1,1,1)

(0.52, 
0.52,0.93,

1,1,1) 

(0.52,0.68
,0.93,1,1,

0.5) 

(0.52,0.68
,0.93,1,1,

0.5) 
 

TABLE 5 RANDOM SAMPLING RESULTS FOR THE 5TH TIME (N=28, λ=0.8) 

Empirical 
 coefficient 

Q 
0.6 0.6 0.9 0.98 

Center of 
 knowledge

Category 
6 

Category 
6 

Category 
6 

Category 
6 

Floating 
domain 

Category 
6 

Category 
6 

Category 
6 

Category 
6 

Min_corre
ctness 

0.5 0.5 0.5 0.5 

The actual 
accuracy C

(0.49, 
0.49,1,1,1

,0.5) 

(0.49,0.68
,0.83,1,1, 

0.5) 

(0.60, 
0.49,0.83,

1,1, 
0.5) 

(0.60, 
0.49,0.93,

1,1, 
0.5) 

 
In the tables above, n is the number of samples. λ is the level 

of cut set of clustering.   

VI. CONCLUSION 

This paper tries to proposed a method in which data mining 
can be used in software layer. Firstly, we collect different 
software systems. Then we mark them with feathers extracting 
from them. Lastly, cluster them in the clustering method. Data 
mining is a hot and difficult research areas in software 
engineering and science.  

This paper also tries to applicate data mining in software 
engineering. And the simulation experiments show that the 
data mining method on software system layer is efficient in 
prediction of software cost and evaluation of software 
complexity. 
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