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Abstract—In order to improve the prediction accuracy, applies 
the Support Vector Machine (SVM) theory to the prediction of 
the Nonlinear Series. Based on the analysis of the basic theory 
for the prediction, adopts the Cross Validation method to choose 
the best parameters and then establishes the prediction model. 
For the stock index of Shanghai Stock Exchange, carries out the 
prediction to verify the effect of the model. Proved by the 
research, the method based on the Support Vector Machine 
theory is able to reflect the changing tendencies, and has the 
better prediction accuracy, at the same time the feasibility is 
verified by the method. 
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I.  INTRODUCTION  

The time series obtained from the dynamic system implies 
the evolution law of the system, and some implicit system 
characteristics are able to be found by the research and analysis 
on the time series, and then the evolution tendency of the 
system or the prediction of the system will come true by 
enough using the implied characteristics. Some characteristic 
quantity of the dynamic system is obviously nonlinear because 
they are influenced by many factors. At a certain period, the 
system has strong randomness, but from point of macroscopic 
view, the system has certain deterministic and regularity [1]. 
Modeling for the nonlinear time series to forecast the system 
change tendency is useful to grasp the change law and is 
helpful to make correct decision in the concrete fields, so it is 
of quite importance in the scientific research [2].  

The researchers have been devoted to finding the effective 
method to forecast the nonlinear time series. Regression 
forecasting method [3] has a high precision, and is suitable to 
the long term prediction, but it have some obvious 
disadvantage, such as strict requirement for the history data, 
difficulties of the regression variable decision, lack of the self-
learning ability. Time series forecasting method [4] has the 
advantage that amount of calculating work is small and 
suitable to the short term prediction, but it is unable to 
effectively deal with the regularity. Artificial neural network 
with self-learning and self-adaptive has strong ability of 
nonlinear mapping, but the method also has some disadvantage, 
such as slow convergence speed, easily getting into local 
minimum, difficult to determine the number of implicit layers 
[5]. The method based on the chaos theory for the time series 

prediction is a view on the dynamic system prediction from 
itself evolution regularity, without considering the complex 
influence factors, but it is lack of the strict theory base and 
requires huge history data. Support Vector Machine (SVM) is 
a new general machine learning method proposed by Vapnik 
based on the statistics learning method [7]. For the given data 
sample, Support Vector Machine realizes structural risk 
minimization of the data sample from the approximation 
accuracy and the approximating function. Support Vector 
Machine has perfect theory in solving many real problems, and 
is able to construct function in many kind of function set [8]. 
And the method is widely applied to the speech recognition, 
pattern recognition, analysis of time series, bioinformatics and 
economics, achieves some results in the aforesaid fields [9].  

II. PREDICTION THEORY OF SUPPORT VECTOR MACHINE  

Suppose the training nonlinear time series sample is 
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),2,1 ki  , k is number of training sample data. The basic 
idea of Support Vector Machine for time series prediction is a 

nonlinear mapping   that transfer time series to the high 

dimension feature space F , and then construct the optimized 
linear regression function in the high feature space, and the 
expression of the linear regression function as follows: 
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In the aforesaid expression, w  and )(x are both m-

dimension vector, and b is the offset value. Support Vector 
Machine adopts the structural risk minimization principle to 

determine the values of w  and b , namely[10] 
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In the expression (2), 
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is the complexity of control mode. 
C is the weight which is used to control the punishment 
degree that exceeds the error sample. 
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which is usually measured by the  insensitive loss 
function, and the insensitive loss function is defined as 
follows:  
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      （3） 
According to the structural risk minimization principle, 
considering complexity of the regression model obtained from 
the training set, regression based on the Support Vector 
Machine essentially is a solution of an optimized question, 
and the optimized question are in the following[11].  
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In the question, i  and 
*
i are slack variable，and the 

question is described as the origin question of the support 
vector machine. For the value of dimension w is huge, in 
order to conveniently solve the question,  introduces the 

Lagrange multipliers i and
*
i  according to the duality 

theorem, and establishes a Lagrange function, then the 
optimized question is converted to the dual space, and 
acquires the dual question of the origin question, the formula 
is shown as the  (5) expression.  
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In the expression, 
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is the kernel 
function, and the most commonly used optimized kernel 
function is the Gauss function, and the concrete formula 
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. Supposed the solution 
to the dual question of the origin question is 
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, consequently, the 

regression function is expressed as follows[12]. 
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III. PREDICTION MODEL  

A. Data preprocessing 

For the convenient analysis and computing, the origin time 
series which consists of 4736 data firstly normalizes. Supposed 

the  origin time series is 
}4736,,,1,{  NNiyi 

, then 
the series is normalized by the formula (7), and the normalized 

series is 
}4736,,,2,1,{  NNixi 
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In the expression,
}4736,,2,1,max{max  iyy i , 

}4736,,2,1,min{min  iyy i . 

B. The best regression parameters  

The paper adopts the cross valid method to determine the 
best regression parameters,  lets the punishment parameter c 
and kernel function parameter g value in a certain interval. For 
the given parameters c and g, and uses the K-CV method to 
get the corresponding accuracy of the valid. Finally, in all 
parameter pairs which ensure the highest valid accuracy for 
the training set, chooses a pair of punishment parameter c and 
kernel function parameter g in which the punishment 
parameter is minimum as the regression parameter [8]. In the 
actual computing, uses the function SVMcgForRegress() of 
the tool of the  libsvm-mat-2.89-3 in Matlab (Version R2009a) 
to determine the best parameters, and the range of the 
parameters is both in the interval [-8,8],  and the step is 1, sets 
the cross valid parameter 5, subsequently obtains the best 
punishment parameter c and the kernel function parameter g, 
and the value is (0.5, 5.569) . 

C. Case modeling  

The method in the paper is based on the support vector 
machine theory to forecast the stock index. Firstly, analyzes 
the important factors of the stock market, and chooses the main 
index to establish the testing set, and then normalizes the origin 
data. Secondly, trains the training set based on the support 
vector machine theory, uses the best regression parameters to 
establish the forecasting model. Finally, forecasts the stock 
index by the optimized forecasting model [8], and the flow is 
shown in figure 1. In the case, chooses the index of Shanghai 
stock from October 28, 1991 to March 10, 2011, which 
consists 4736 data. And using the opening index, maximum 
index, minimum index, close index, trading volume, trading 
turnover of the day before as the independent variable, and the 
opening index of the day is used as the dependent variable, 
finally establishes the stock index forecasting model.  
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IV. PREDICTION AND ANALYSIS  

A. Data prediction  

In the basis of the best regression parameters, trains the 
training set based on the SVM theory, and forecasts the stock 
index from March 2,2011 to March 10,2011. The prediction 
result is shown in figure 2, from the figure the conclusion can 
be obviously drown: the method base on the SVM theory is 
better than that base on the chaos theory, which can accurately 
reflect the change tendency of the stock index.  

 
Fig.1. The flow of the prediction based on SVM 
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Fig.2. The prediction data and the origin data of stock index 

B. Error analysis  

In the paper, adopts the mean absolute percentage error and 
the mean square error to measure the prediction effects, and the 
formula are in following: 

Ni
y

yy

N
MAPE

N

i i

ii ,2,1%,100
1

1

'




 
      (8) 

Ni
y

yy

N
RMS

N

i i

ii ,2,1,)(
1 2

1

'




 
             (9) 

In the formulas, 
'
iy
is the prediction data, and the iy

 is the 
origin data. In table1, the error of the different methods is 
compared, likewise, the conclusion can be drown from the 
error that the method based on SVM theory is better than that 
based on the chaos theory, at the same time, the method based 
on the SVM theory strict theoretical system, on the other hand 
the method based on the chaos theory is lack of strict 
theoretical basis.  

TABLE 1. THE ERROR OF DIFFERENT METHODS 

evaluation method 
Method based on SVM  

theory 
Method based on chaos 

theory 

MAPE（%） 0.59 0.66 

RMS（%） 0.89 1.29 

 

V. CONCLUSIONS 

For the nonlinear characteristic of the stock index, in order 
to improvement the prediction accuracy, establishes the 
prediction model based on the SVM theory and forecasts the 
Shanghai stock index. Proved by the results, the method based 
on the SVM theory can better reflect the change tendency of 
the stock index and the prediction effect is better than others, 
so the method is feasible in stock index prediction. But the 
method of the best parameters choice still needs to be 
improved.  
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