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Abstract—The paper describes the basic concepts of rough set 
theory and discernibility matrix and presents an attribute 
reduction algorithm based on reduced discernibility matrix, 
which aims at resolving the inadequate of the existing attribute 
reduction based on incomplete decision table. There only contain 
useful elements for the algorithm in the reduced discernibility 
matrix, which obtain one reduction of incomplete decision table 
by iteration and set operations. The experimental results show 
that the algorithm can not only obtain reduced attribute, but also 
reduce the computation time and storage space greatly. 
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I. INTRODUCTION 

Rough set theory is a mathematical tool of dealing with 
ambiguity and imprecision knowledge, which is presented by 
Polish mathematician Pawlak Professor in 1982 [1].At present, 
rough set theory has make great progress in theory and 
application, which has been widely used in machine learning, 
knowledge acquisition, inductive reasoning, pattern 
recognition and other fields[2-4].   

Attribute reduction is an important concept of rough set for 
data analysis. The main idea is to obtain decisions or 
classifications of problems on the condition s of maintaining 
the classification ability of the knowledge base. So attribute 
reduction in rough set theory is the core content, but it has been 
proved that looking for minimum attribute reduction of 
decision table is a NP-hard problem. The complete decision 
table is treated as the object of study in classical rough set 
theory.However in real life, due to the measurement error in 
the extraction process of raw data or the restrictions of 
accessing process make the raw data incomplete. The 
phenomenon of incomplete decision table is widespread and 
greatly limits the development of rough set to the direction of 
practical. So in recent years, there have been lots of literatures 
on the problem of attribute reduction in incomplete decision 
table. [5-7].Although the ideal of attribute reduction based on 
discernibility matrix is intuitive and the algorithm is simple 
and efficient, the required storage space of discernibility matrix 
may be large while the decision table may be not large. For 
example, when the number of condition attributes is 100 units 
and the number of objects is 1000000 units. In the worst case, 
the storage of the difference matrix requires 100 * 1000000 * 
(1000000-1) / 2 = 5 * 1013 units, which will increase the 
computing time and storage space undoubtedly.This  paper 

presents an attribute reduction algorithm based on the 
dependence between attributes, which only contains the useful 
elements for the algorithm. The experiments show that the 
algorithm is effective and make great improvement in time and 
space complexity compared with the original algorithm. 

II. INCOMPLETE INFORMATION SYSTEM  

An information system can be expressed as a four-tuple, as 
followings= (U, A, V, f), where U denotes finite sets of objects. 
A denotes attribute collection ∪, where A=C D, C∩D= .C 
denotes condition attribute collection and D denotes decision 
attribute collection. V is defined as the value field of attribute 
“a”. “f” is defined as a mapping from the attribute to the value 
field, which denotes as the form of “A->V”.If there exists a 
collection C which contains an attribute “a” at least and V 
contains null,  namely f(x, a)=*, then the decision table is 
defined as incomplete decision table, else defined as complete 
decision table. 

Definition 1: In the incomplete decision table S (S= 
(U,A,V,f)), 

,AP  }),,(),(|),{()( PaayfaxfyxPIND  is called 

the indiscernibility relation of S. The relationship  

constitutes a partition of U, represented by , 

denoting as . Elements of are called as the 
equivalence class. 

)(PIND

)(PIND/U

PU / PU /

Definition 2: In the incomplete decision table S (S= (U, A, 
V, f)),  and denoting AP 

},...., nR
,UX 

,{/ 21 RRRU  )(XR is called the under 
approximation set of X on R, 
where },/)( XRRUXR i '{ RR ii  . )(XR  is called the 
upper approximation set of X on R, where 

},|{)  XRRRi / RUi(XR .  is called 

the positive domain of R about X, where

)(XPOSR

)()(XPOSR XR . 

Definition 3: In the incomplete decision table S(S= (U, A, 
V, f)), supposing C is condition attribute and D is decision 
attribute, U/D is called division of the domain U by the 
decision attributes D, where .U/C is 
known as division of the domain U by the condition attributes 
C, where 

}...,{/ 21 nDDDDU 

}...,{/ 21 nCCCCU  .  is the positive 

domain of C about D, where 

)(DPOSC

).()( DCDPOSC   
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While , if , r is the 

attribute of B relative to D which can be omitted. Otherwise r 
is the attribute of B relative to D which can not be omitted. If 

 for the independent subset B of C, B 
is called the relative reduction of B. 

CB 

) POS

)()( }){( DPOSDPOS RBB 

)(( DDPOS CB

Definition 4: In the incomplete decision table S(S= (U, A, 
V, f)), T(C) is defined as tolerance relations on U, which is 
expressed as {(x,y) },f(x, 

b )=f(y ,b ) .  is used for 
representing the set of objects in the form of 
{y }. 

CbUU  |

}), b )(xTC(),(  yfbxf

)() CT,(| yxU

III. DISCERNIBILITY MATRIX 

In the attribute reduction algorithm based on discernibility 
matrix, the first step is to calculate the discernibility matrix 
according to the decision table generally. While the scale of 
object in the decision table is large, there will be some 
shortcomings such as time-consuming, large storage space, 
which will be the bottleneck affecting the efficiency of the 
algorithm. Since the elements of discernibility matrixes 
produced from the any two objects x and y in the same 
equivalence class are the same as the elements of discernibility 
matrixes from object z which is not belong to the equivalence 
class. It only need put forward one representative tuple 
composing a simplified decision table in the same equivalence 
class, which will greatly reduce the dimensions of the 
discernibility matrixes, the computational complexity and 
storage space. So the method can improve the efficiency of the 
algorithm. Now do some modification of discernibility 
matrix’s definition. 

Definition 5: In the incomplete decision table S (S= (U, A, 
V, f)),  , the dependence of decision 

attribute sets  to condition attribute set C  which denotes 

}...,{/ 21 ndddDU 

id

)(xC  is defined as following: )(xC =|TC(x)∩ |/|Tid C(x)|。 

Definition 6: In the incomplete decision table S (S= (U, A, V, 
f)), the elements ( ) of binary discernibility matrix M are 

defined as following: 
ijm



 


others

xxxxDxfDxf
m jCiCjCiCji

ij 0

)1)(1)((1)(1)(),(),(1 

)...,2,1( Cll Definition 7: The elements (  ) of  are 

defined as following: 
ijm






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c
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heorem 1: Supposed ∈c C, if , . 

Proof: Supposed the equation “ ” is true, the conclusion 

that =0 can be drawn by definition 6 and definition 7, 

which is contradict with the known conditions 

.Therefore we can prove the equation  

established. If , , there will be . 

c
iv c

jv

ijm

1ijm c
iv

ac
j


c
jv

c
iv c

jv Ca ac
iv  v

If there is a line whose elements in the discernibility matrix 
are all zero, indicates that any attribute of the element can not 
be used for distinguishing two objects according to theorem 1, 
which means that all elements with value 0 is meaningless in 
the discernibility matrix. If there is a line whose elements in 
the discernibility matrix are all one, indicates that any attribute 
of the element can be used for distinguishing objects, which 
means that all elements with value one is meaningless in the 
discernibility matrix. In the attribute reduction algorithms 
based on discernibility matrix, need to delete the elements of 
nuclear-valued attribute where the column value is 1 after 
obtaining attribute of nuclear value from paper [8]. If there be 
relationship” a=a + b”, the element “a ” will be deleted, which 
will not affect the efficiency of attribute reduction.The 
elements of new discernibility matrix will be further reduced to 
obtain the smaller size of new discernibility matrix according 
to the above discussion.Delete the rows where the value of all 
elements is 1 or 0 in the discernibility matrix. If two lines 
exists the relationship “a=a+b”, delete “a”. The reduced 

discernibility matrix denotes 
'M  and 

'M = . 
'
ijm

Theorem 2[5]: In the incomplete decision table S (S= (U, A, V, 

f)), if the condition which is ,  is true, 

the conclusion of  will 

be proved correct. 

CB 

POS

 Mmij
'

()( POSD BC  )' DmB ij 

Proof: Supposing the representation of 
)()( DPOSDPOS BC   is tenable. 

For ),()()()( DPOSxTDPOSxTUx CiBCiCi   

there exists which will meet the condition of jx jx U .So 

from f ( ) =f( )Cxi , Cx j ,  f( )= 

, the conclusion of 

Cxi ,

D),f(xC), xf(C), ji 

)( iC xT

 xf( j

)( jC xT   will be drawn. And there must be 

).,(),( axfaxfB jiCa   Because of Ux  and 

,1)( iC x   will be true. While '
ijma '

ijm   and 

 we can be able to reach the conclusion 

of , which is contradiction with the known 

condition. So the formula 

,Ux j 

B

 ijmB

'
ijm

'  )()( DPOSDPOS BC   can be proved to be 

true. 

Supposing  the formula of  is 

true. There must be an attribute “a” while 

，Mmij  '  '
ijmR

aCa B  

meeting the condition of . 

Then , as to 

'
ijma

)a ,(),),( xfaaxf jii

1)

 (),( xfaxf j

( iC x  and 1)( jC x ,at least one is correct. 

Supposing 1)( iC x  is correct, there will be 

ii Dx Ci TDUD  )(

)(DC

/

POSxi

 to meet the 

formula  .Because of , there will be  '
ijmB
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)()()( iBjCiC xTxTxT 

)(DPOSC

 )()( BC DPOSDPOS

'

 and . So we come to 

this conclusion: , which is contradiction 
with the known condition. Therefore the formula of 

 can be proved to be 

correct. 

)(DPOSx Bi 

)(DPOSB

'
ijm



B 

Attribute reduction algorithm based on reduced 
discernibility matrix is equivalent to the attribute reduction 
algorithm based on positive region from theorem 2. So the 
attribute reduction of decision table can be obtained based on 
the method of reduced discernibility matrix. 

IV. ATTRIBUTE REDUCTION ALGORITHM BASED ON 

REDUCED DISCERNIBILITY MATRIX 

In order to improve the computational speed, the 

discernibility matrix M  is calculated from information 
system U firstly. Then the sum of element attribute and the 
sum of element of discernibility matrix are treated as heuristic 
information to guide implementation of the algorithm. So the 
algorithm is efficient and does not require lots of storage space. 

The attribute reduction algorithm based on reduced 
discernibility matrix is described as following: 

Input: an incomplete decision table S (S= (U, A, V, f)), 
A= , Reduce(C) =DC    

Output: the attribute reduction of incomplete decision table 
Step1: Calculate the dependence of decision attribute set on 
condition attribute set, denoting )(xC . 

Step2: Construct discernibility matrix according to definition 

6.If there exist such relationship as , 

then . 

'
ijij mm 

ijmMM  ''

'' Mmij 
'
ijm

'
ijm

'

Step3: For any , count the sum of , denoting A 

( ). 

'
ijm

},{aStep4: Choosing A ( ) =1, R=R C=C-{a} and 

removing the elements of including elements with value of “a” 

in M , if 'M 

)),((max asum
Ca

, the algorithm terminates and outputs the 

reduced attribute R. 
Step5: As to any a belonging to C, count the number of 
attribute “a”’s emerging time, denoting Sum (a). Choosing 

the attributes which meet the condition are not 

unique, select any one. R=R C=C-{a} and removing the 

elements of including elements with value of “a” in

},{a
'M , 

if 'M 

(||)(|
||1

jC
Uji

iC xTxT


, go to step4. 

In the algorithm, the time complexity of step1 is 
O(|C||U|).The time complexity of step2 is 

O(|C| ). The time complexity of step3 is 

the same as the step2. The time complexity of step4 and step5 

are O (|C|

|)

2 |)(||)(|
||1

jC
Uji

iC xTxT


) respectively. So the time 

complexity of the algorithm is O (|C|2 | ). 

For

)(||)(|
||1

jC
Uji

iC xTxT



 ||1

|
Ui

T

1 i

 |||)( iC Ux

|)(||)(|
||

jC
Uj

iC xTxT

, 

O (|C|2 


(C



) <O (|C|2|U|2). 

The key point is to store the discernibility matrix coming 
from incomplete decision table while carries out attribute 
reduction based on discernibility matrix. Because of referring 
the additional information ( )x ) while construct the 
discernibility matrix, the space complexity of the algorithm is 

O(|C| |)(||)(|
||

jC
U

iC xTxT
1 ji




|)(||)(
|

jCiC xTxT



|
|1 Uji

). In addition, the redundant 

elements in the discernibility matrix are deleted in the 
algorithm .So the space complexity is less than O 

(|C| 


) generally. Through the above 

discussion, the time and space complexity are better than the 
algorithm of paper [5]. 

V. EXPERIMENTS  

We take the car information table discussing in paper [9] as 
test information table in the algorithm, which is described in 
table 1 as following, where U ,condition 
attribute set and decision attribute set are expressed as 
C={price, mileage ,size ,max-speed} and D={d} respectively. 

}...,{ 621 xxx

TABLEⅠ. INCOMPLETE CAR TABLE 
Car Price Mileage Size Max-speed d 

1 High High Full Low Good 
2 Low * Full Low Good 
3 * * Compact High Poor 
4 High * Full High Good 
5 * * Full High Excellent 
6 Low High Full * Good 

 
For the six objects in the incomplete decision table, 

calculate the tolerance relation separately on U according 
definition 4. 

 }{)( 11 xxTC  ; },{)( 622 xxxTC  ; }{)( 33 xxTC  ; 

},{)( 544 xxxTC  ; ;},,{)( 6545 xxxxTC 
},,{)( 6526 xxxxTC  . 

From definition 5, we can obtain the following results 
further: )( 1xC =1, )( 2xC =1, )( 3xC =1, )( 4xC =1/2, 

3/1)( 5 xC , 3/2)( 6 xC . And the discernibility matrix is 

expressed as 'M , where 'M  = {0001, 1000, 0010}.Then the 
reduced attribute described as reduce(R) is {price, size, max- 
speed}. At this time  and the algorithm terminates. 'M
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VI. CONCLUSION 

Attribute reduction is an important application on data 
analysis in rough set theory. The paper studies the attribute 
reduction based on discernibility matrix combining the 
dependence of decision attribute on condition attribute in 
incomplete table and presents a new attribute reduction 
algorithm based on incomplete decision table, which improves 
the two aspects of time and space complexity. Finally, the 
algorithm is proved to be effective by experiments.   
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