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Abstract—With the rapid development of web services, web 
services fault-tolerant mechanism has become a new research 
focus. This paper presents an innovative error handling model of 
service fault-tolerant strategy. For the goal of enhancing the 
fault-tolerant performance of web services, we analyze the key 
technologies of web services fault-tolerant in detail, propose the 
concept of fault-tolerant strategy, describe the service fault-
tolerant model mechanism, show the life cycle and the state 
transition of service in this model, as well as the working 
mechanism of fault-tolerant mode. And the model has been 
applied in the project of “maritime and shipping integrated 
system of Yunnan Province”. As this model has the 
characteristics of flexibility and platform independence, it has 
received a good practical application, greatly enhance the user 
experience. The feasibility rationality and effectiveness of the 
model has been proved. 
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I.  INTRODUCTION 

The Internet is a non-reliable heterogeneous, distributed 
autonomy and rapidly evolving network ecological 
environment [1]. Running in such a complex environment, web 
services may be affected by network failure, changes of the 
mode of communication, the infrastructure changes, and 
security issues, which may cause the business process 
functionality and quality of service difficult to be guaranteed. 
What’s more, the web services those have complex business 
logic will contain more than one service component, so they 
need messaging and data exchange with each other to 
accomplish specific business needs. For the long-running 
service, there are complex interactions; the probability of error 
occurrence is much higher. The common error contains: 
software errors such as server crash, network failure and 
hardware error; memory leaks, data anomalies, and other types 
of errors as server shutdown, network congestion and CPU load 
is too high[2~4]. 

Therefore, the web service fault-tolerant mechanism has 
become the research focus. Currently, the service fault-tolerant 
research focuses on the extension of the standard protocol, fault 
tolerance of the constituent services and fault-tolerant platform 
of web service combination. WSRM [5] and WS Reliability [6] 

is the XML messaging fault-tolerant standard developed by the 
industry. Reference [7] proposed a concept of fault-tolerant 
SOA, which will use the web service replication and log 
methods to achieve fault recovery mechanisms. Reference [8] 
proposed an optimization method based on combined service 
process reengineering concept. Reference [9] proposed a single 
business-critical service recovery based on service copies to 
ensure the service availability. Reference [10] proposed a fault-
tolerant model of composite web services based on mobile 
Agent which is actually using the service copy to provide fault 
tolerance. 

In this paper, we design an error handling model of service 
fault-tolerant strategy. 

II. THE ERROR HANDLING MODEL OF SERVICE 

FAULT-TOLERANT STRATEGY 

This model uses the pre-defined fault-tolerant strategy in 
the description of the services for forecasting the error occurs, 
classify the errors and then define the approach to deal with all 
kinds of errors which can guide the web service 
implementation component, enable it to timely and correct 
handling errors in the process of service execution. A 
description of each service has its own definition of error and 
the corresponding error approach. This allows the web service 
implementation component easy to monitor the abnormal 
situation of the service, and make the appropriate treatment. 

 
Figure 1.  Error handling model based on fault-tolerant strategy 
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A. Fault-tolerant strategy 

Service strategy repository stores the services fault-tolerant 
strategy which is described by XML. The service fault-tolerant 
strategy reflects the service registration information and it can 
be defined in the WSDL service description document or be 
extracted separately. When the developers give some option 
fields to service strategy in advance, it will choose different 
operations under different conditions. In service strategy, the 
description of exception handling condition usually uses a form 
as follows: 

 actionthenconditionif  
As it is described by the format of XML, the editing and 

maintenance of this service strategy can be developed by some 
editing tools with more flexible and friendly user interface. For 
different services, you can define different error handling and 
recovery rules. For example: for a number of important 
services, you need to use the backup server. At the same time, a 
service can have more than one service fault-tolerant strategy. 
In addition, there are requirements of quality of service (Qos), 
thus increasing the robustness of the fault tolerance 
mechanisms. For example: when the server load reaches a 
certain value, it will result in a sharp decline of service 
performance or even cause the service to stop working, and 
these situations need to be detected and avoided. 

In fault-tolerant strategy, we define some kind of evaluation 
function, and then make a comprehensive evaluation of 
relevant information to get the operating status of the current 
services and servers, such as: 

 ),...,,( 21 nstststEf  
In which, st1，st2，…，stn represent the status parameters 

of running service. The results of this comprehensive 
evaluation can be used as a condition option to drive the 
implementation of the specific decision-making behavior. Here 
is an instance of the XML description of a service fault-tolerant 
strategy: 

 

This fault-tolerant strategy contains the following 
information:  

 Service, the corresponding service information, such as 
service number, service name and service type; 

 Info: service strategy information, such as strategy 
number, creator, service number; 

 Param-perform: used to evaluate the service and the 
related parameters of the server running, such as: the 
effective input and output of services, CPU load and 
memory use; 

 Evaluation: used for a comprehensive evaluation of 
local parameter, then get the driving condition  of 
service strategy; 

 The trigger: the definition of conditional options, it 
triggers the related operations according to different 
evaluation results,; 

 Action: give a specific operating behavior for different 
conditions of options; 

 Others: this includes other relevant information, such 
as quality of service requirements and safety. 

B. Service fault-tolerant model mechanism 

When the service starts, the implementation component 
issues a strategy request to service strategy repository to get the 
appropriate service strategy according to the service marks, it 
transforms the error description information of service and the 
processing action into information which can be identified 
locally, during the operation of service, implementation 
components monitor the error occurred based on error 
description of services.  

If an error occurs, the implementation component will 
handle the according error based on error handling scheme 
given by fault-tolerant strategy. For example, restart the service 
or start the other service implementation procedures. 

In service fault-tolerant model, we use the error handling 
mechanism to achieve fault-tolerant strategy, the fault-tolerant 
strategy describes the error characteristics and the 
corresponding processing mechanism, increase the flexibility 
of the system; and the error monitoring and treatment of 
implementation component, also make the advantages of 
automation to the system. 

The life cycle of the services running including the 
following stages, as shown in Fig. 2: 

 

Figure 2.  The life cycle and the state transition of service. 
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①Service initialization: the initialization process of service 

copy on the host server, include the configuration of service 
operating parameters service and the environment initialization. 

②Service start: the copy program of service is running, the 
initialization process of program itself; 

③Service running: the copy of service is running, it begins 
to provide normal services; 

④ Service complete: logically, the copy of service 
completes a unit of work; 

⑤ Service end: the copy program of service exits, the 
service end. 

In which, the service status when service is running will be 
include: 

①Normal;  

②Abnormal; 

③Error; 

④Recovery. 

It should be noted is: here the meaning of "abnormal" refers 
to a state between the "normal" and "wrong", such as the server 
that provide services has been running beyond its capacity, etc. 
So when the "abnormal" occurs, we need appropriate treatment, 
so that the status of the service could turn into a "normal", or it 
may appear "wrong". In the process of service running, we can 
collect some parameters information used to assess the current 
status, such as memory usage, CPU load. 

In service fault-tolerant model, the implementation 
component provides the interface to establish communications 
with the service provider's server, to collect the operation 
situation of the service and the operation situation of the server.  

In this paper, the key point technique is used to be an 
important fault-tolerant service recovery technology in the 
design of our fault-tolerant model. The key point library of 
model will record information of key point of service. When a 
service runs to the key points, the implementation components 
will judge according to the service strategy definition and 
description, and record the context information. But not all of 
the services get the key point information; there may be other 
mechanisms in the recovery of the service. 

Figure 3 shows the working process of the service 
monitoring of implementation components: 

 
Figure 3.  The working mechanism of fault-tolerant mode. 

(1) Strategy Acquisition Module (SAM), is responsible for 
getting the related information from the service strategy 
repository, this information will be used to determine the status 
of the running service and whether it reaches the key point; 

(2) States Collecting Module (SCM) is responsible for 
communication with the server to collect the operation 
information of service and host server; 

(3) Strategy Execution Module (SEM), is based on current 
services and server status information and services strategy to 
determine whether the service has occurred error, or whether it 
has reached a key point (if the service provides key points 
information as a service recovery strategy), if an unexpected 
error occurred and it will execute corresponding operation to 
handle the error based on error strategy provided by service 
strategy. 

The following is part of the fault-tolerant processing and 
service recovery operation: 

 Recovery services from the key points. When the 
service is running, the key point information of service 
is stored in the key point library. SEM can re-run the 
service, achieve the service recovery into a stable state 
after the last update of the key point information; 

 Restart the service. when a serious service application 
error occurs (such as: service program automatically 
exit), it needs to re-start the service, at this time, it does 
not re-assign the service to run on other servers; 

 Dynamic re-distribution services to other available 
servers. If the server load is too heavy or a serious error 
occurs which will lead the service error, the service 
should dynamically allocated to other available servers; 

 Start the sub server as the primary server. If there is a 
same service running on the sub server at the same 
time, start the sub server as the primary server; 

 Use the other implementations of the service. If the 
service has a number of different implementations, in 
the error of current implementation, you can start other 
implementations, re-run the service. 

After the recovery of service, the implementation 
component continues to monitor the execution of the service 
until it completes. 

III. A REAL CASE STUDY OF APPLYING MODEL 

This section focuses on a real cooperation project--
“maritime and shipping integrated system of Yunnan Province”, 
which is developed by Shipping Administration Bureau of 
Yunnan Province and Dalian Maritime University. This system 
mainly includes four sub-platforms: office platform, shipping 
platforms, maritime platforms, integrated service platform. It 
should be an integrated set of user actions, system integration 
and data integration into one common platform. The error 
handling model of service fault-tolerant strategy has been 
actually applied to the project. 

The GUI of system which is used error handling model is 
shown in Fig 4: 
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Figure 4.  The GUI of system. 

As an integrated data platform, there must be a large 
number of service calls. In the process of project 
implementation, the model has received a good practical 
application, greatly enhance the user experience. 

IV. CONCLUSIONS 

This paper introduces an innovative error handling model 
based on service fault-tolerant strategy. It proposes the concept 
of fault-tolerant strategy, describes the service fault-tolerant 
model mechanism, shows the life cycle and the state transition 
of service in this model, as well as the working mechanism of 
fault-tolerant mode. And the model has been applied in the 
project of “maritime and shipping integrated system of Yunnan 
Province”. As this model has the characteristics of flexibility 
and platform independence, it has received a good practical 
application, greatly enhance the user experience. The feasibility 
rationality and effectiveness of the model has been proved. 
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