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Abstract—In order to overcome the issues that Support Vector 
Machine is sensitive to the outlier and noise points, Fuzzy 
Support Vector Machine (FSVM) is proposed. The key issue to 
solve the FSVM is determinate the fuzzy membership. This 
paper gives an overview of construction algorithm of the fuzzy 
membership. We also give an algorithm to solve FSVM that is 
derived from improved-SMO algorithm. 
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I.  INTRODUCTION  

The theory of support vector machines[1] (SVMs) is a 
new classification technique, which is based on the idea of 
VC dimension and structural risk minimization of statistical 
learning theory. SVM exhibits many unique advantages in 
resolving the small samples, nonlinear and high dimensional 
pattern recognition problem. Because the SVM is mainly 
dependent on the support vectors, it is very sensitive to noise 
points and isolated points of the SVM training samples. Due 
to those reasons, SVM is unstable and have a poor tolerance 
to noise. To solve the problem, the Fuzzy Support Vector 
Machines[2] (FSVM) was proposed in 2002, which have used 
in many fields [9-11]. The method of FSVM applies a fuzzy 
membership to each input point so that different input points 
can make different contribution to the learning of decision 
surface. We use the fuzzy membership to measure the 
importance of training points, so one of the main problems of 
FSVM is how to find the suitable membership. In this paper, 
we summarize some main algorithms on membership and we 
also give an algorithm to solve FSVM. 

II. FUZZY SUPPORT VECTOR MACHINES THEORY 

In order to more clearly understand the FSVM, we 
briefly review the basis of the theory of SVM and fuzzy set. 

A. Support Vector Machines 

Given a training set:  

 ln
ll RyxyxT )()},(,),,{( 11 Υ×∈=   (1) 

each training point n
i Rx ∈ belongs to either of two classes 

and is given a label }1,1{ −∈iy , for li ,,1= . We call 

the points that 1=iy as a positive class point and 1−=iy  

as a negative class point. According to the statistical learning 
theory, SVM finds a suitable hyperplane to make the space 
between the positive class and the negative class be the 

largest. The SVM can be transformed into solving the 
following optimization problem: 

 

li

libxyts

C

i

iii

l

i
i

bw

,,1,0

,,,1,1))((..

2

1
min

1

2

,




=≥
=−≥+⋅

+ 
=

ξ
ξω

ξω
 (2) 

where T
l ),,( 1 ξξξ = is a slack variable, which reflects 

the misclassification scale of the training set. The penalty 
parameter C  represents the misclassification scale and the 
classification margin.  

B. Fuzzy Set 

Definition 1 (Fuzzy Set): For a fuzzy subset A on the 
domain X , a mapping from X to [ ]1,0  such that 

 [ ]1,0: →XAμ  (3) 

where Aμ is the membership function of set A , and the 

degree that element x belongs to set A is called the 
membership of x .  

We use the following method to express fuzzy set: 

 }|))(,{( AxxxA A ∈= μ  (4) 

where )(xAμ  is the membership of element x . 

C. Fuzzy Support Vector Machines 

For fuzzy support vector machines, we give a set T of 
labeled training points with associated fuzzy membership 

 ln
lll RyxyxT )()},,(,),,,{( 111 Υ×∈= μμ   (5)  

each training point n
i Rx ∈  is given a fuzzy membership 

1≤≤ iμσ with }1,1{ −∈iy and sufficient small 

0>σ . iμ is the fuzzy membership of training point 

),( ii yx . Then the FSVM is transformed into the following 

quadratic programming problem : 
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From the above equation, we can see that iCμ represents 

the classification margin and misclassification scale. For 
noise and isolated point would be given a small weight, the 

coefficient iCμ of iξ would be also small so that it can be 

allowed that iξ becomes larger. The determination of the 

membership is the key to solving FSVM problem. In this 
paper, the algorithms are addressed to find the membership. 

III. DETERMINATION OF MEMBERSHIP 

A. Time Series-Based Membership 

FSVM was proposed in 2002 and at the same time the 
algorithm was given to determine the membership according 
to the order of the sample points’ collection time[2]. In the 
model of time series-based membership, the data collected 
recently would be more important than the previous data, so 
they should be given a larger weight. The membership 
function is: 

 litf ii ,,2,1),( ==μ  (7) 

This equation satisfies that  

1)(,)( 11 ==== ll tftf μσμ   , where 0>σ is the 

lower limit of the membership, and ltt ≤≤1  are time 

that training point arrival system. )(tf is an increasing 
function for t . 

B. Space Measure-Based Membership 

1) membership based on the distance of sample points 
and the sample center 

The basic idea is that, in the feature space, the more 
close samples from the class center, the greater membership 

is. Let x  be the sample center and xxxd ii −=)( , 

then )( ixμ is a monotone decreasing function of )( ixd . 

Here we introduce a typical s-type function[3].  
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a , c are parameters given in advance and
2

ba
b

+=  . 

2) Membership based on the distance of sample points 
and the class hyperplane 

In this method, the class hyperplane is used instead of 
sample center and the membership is a function about class 
hyperplane. The only difference from the above method is 

the determination of )( ixd . To obtain )( ixd , we just 

need to find class hyperplane[4]. 

Let +x and −x  be the center of the positive and negative 

sample points respectively and −+ −= xxω~ be the class 
hyperplane’s normal vector, so class hyperplanes are 

 0)(~ =− +xxTω , 0)(~ =− −xxTω  (9) 
and the distances of the positive and negative 

respectively to their sample center is: 
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so we can use +id and −id to define the memberships. 

C. Spatial distribution-based membership 

1) Density-Based Membership 
In this method, the point’s positive and negative density 

is used to determinate the training point’s membership[5]. The 
number of similar points in one point’s neighborhood is 
defined as the point’s positive density, and the number of 
different points is defines as negative density. When a point 
is outlier, its positive and negative density is small. When the 
positive density is large and the negative density is small, the 
positively that this point is noise is very large. If a point is 
normal sample, its positive density is large and negative 
density is small. 

the density of point is defined: 

 })),(({)( TxxfxMx ii ≤=ρ  (11) 

where ix and x are sample point, )( ixρ is the density of  

ix , )(XM is the number of set X , ),( ixxf is the function 

of similarity measure of ix and x , and T is a given threshold. 

In the same way, we can get the membership according the 
actual needs. 

2) Tightness-Based Membership 
The tightness of sample set is measured by the smallest 

hypersphere that surround the sample set. In this method， 
the membership can be defined through the smallest 
hypersphere of the sample set. When there are some outlier 
points in the sample set, a small part of the sample points is 
allow to locate at the outside of the hypersphere. The follow 
formula is used to get the smallest hypersphere[6]: 
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where R is radius and x is the center of hypersphere. 

Let ),( ** xR be a solution of the optimization equation and 

we can get it by solving the dual program of this 

optimization equation, then we use *R and *x to make every 
point’s membership. 

IV. A SOLVING ALGORITHM OF FSVM 

FSVM can be transformed into the following quadratic 
programming problem: 
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Let *α be the solution of this quadratic programming, then 

we can get FSVM according to *α . 
In this paper, to solve FSVM, we remake SMO[7][8] 

algorithm to Algorithm 1. 
Algorithm 1: 

Step 1: Given the initial vector 
0),,( 00

1
0 == T

lααα  and accuracyε . Let 0=k ; 

Step 2: Solving the subscript of the working 

set i and j according to kα : 
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Step 4:  
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we can getU andV by the following formula: 
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Step 5: We get 1+kα by update kα : 
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V. SUMMARY 

FSVM has better results in solving problems 
containing the outlier points and noise points. The 
determination of the membership is one of the two main 
issues in FSVM. There are different methods to calculate 
the membership, so we should choose the best membership 
function of the actual sample distribution To solve FSVM 
needs a large of time and memory, so one of the important 
issues in the study of FSVM is how to reduce the time spent 
in solving problems. 
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