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Abstract—The same scene, the infrared image and visible 
image fusion can concurrently take advantage of the original 
image information can overcome the limitations and 
differences of a single sensor image in terms of geometric, 
spectral and spatial resolution, to improve the quality of the 
image , which help to locate, identify and explain the physical 
phenomena and events. Put forward a kind of image fusion 
method based on wavelet transform. And for the wavelet 
decomposition of the frequency domain, respectively, discussed 
the principles of select high-frequency coefficients and low 
frequency coefficients, highlight the contours of parts and the 
weakening of the details section, fusion, image fusion has the 
characteristics of two or multiple images, more people or the 
visual characteristics of the machine, the image for further 
analysis and understanding, detection and identification or 
tracking of the target image. 

Keywords- wavelet transform; image fusion; infrared image; 
visible light images 

I.  INTRODUCTION 

Image fusion refers to the integrated two or more source 
images. The purpose of image fusion is through the 
extraction and the pieces of image information in order to 
more accurately target the same scene, a more 
comprehensive, more reliable description of the image. 
Image fusion technology research showed a rising trend, the 
application area throughout the remote sensing image 
processing, computer vision, automatic target recognition, 
robotics, medical image processing and other fields. 
Therefore, image fusion is important. 

In nature, all objects can be infrared radiation, thus using 
the detector determination of the target and background 
infrared difference between infrared images, the image 
formed by the thermal infrared is called a heat map. The 
thermal image of the target and the visible light image of the 
target, the goal of visible light images, it is not the eye can 
see, but the target surface temperature distribution of the 
image, in other words, infrared thermal imaging human eye 
can not see the target surface temperature distribution into a 
thermal image of the human eye can see representatives of 
the target surface temperature distribution, the infrared image 
on the shape of the target to reflect better the anti-stealth, the 
identification camouflage and anti-jamming ability, easy 
imaging. At the same time, due to its transmission rate 
encountered fog and smoke vision can shoot. However, 
compared with visible light images, infrared images, the 
contrast of the object and the background is low, edge blur, 

noisy, difficult to use conventional edge extraction method to 
extract the target contour information. Visible images and 
infrared images have their own advantages and 
disadvantages, so the formation of two of the same target 
image data fusion, information fusion of the two 
complementary, to achieve the purpose of image 
enhancement amount of information. 

Currently the mainstream method of image fusion, 
airspace integration, high-pass filter integration, integration 
of the pyramid decomposition of images and wavelet 
transform fusion method [1-7]. Wavelet transform the original 
image can be decomposed into a series of sub-images of the 
resolution and frequency domain characteristics of different 
directions, can fully reflect the local variation of the original 
image, orthogonal wavelet transform in addition to the two 
adjacent scale image information, in the process of wavelet 
decomposition, the same amount of image data, while the 
integration of layers parallel wavelet transform multi-
resolution structure to solve the image grayscale 
characteristics to the fusion difficulties. 

II. TWO DIMENSIONAL DISCRETE WAVELET TRANSFORM 

In practical use, in particular, continuous wavelet 
discretization must be implemented on the computer. 
Therefore it is necessary to discuss the discretization of 

continuous wavelet ( ),a b ty and continuous wavelet 

transform ( ),fW a b .Should be emphasized that this 

discretization parameters for the continuous scale a 
parameter and continuous pan b, rather than time t. This is 
different from our previous habits.For convenience, in the 
discretization, a can only take positive. Typically, the 
continuous wavelet transform scale parameter a and 
translation parameter b of the discrete formulas were taken 

as 0 0,j ja a b b= = ,here j ZÎ  , expansion step 0 1a ¹ is a 

fixed value, for convenience, always assuming 

0 1a > .Therefore, the corresponding discrete wavelet 

function ( ),j k ty
 
can be written: 
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Discretization of wavelet transform coefficients can be 
expressed as: 

( ) ( ) 0, ,,. >≤= ∗+∞

∞− kjkjkj fdtttfC ψψ                  (2) 

The reconstruction formula is: 

( ) ( )tCCtf kjkj ,, ψ
∞

∞−

∞

∞−

=                                      (3) 

C is a signal-independent constant. How to choose 

0a and 0b , in order to ensure the accuracy of the 

reconstructed signal? Obviously, the network points should 
be secret (a and b as small as possible), because if the 
network points are more sparse, the use of the wavelet 

function ( ),j k ty  and the discrete wavelet coefficients 

,j kC less signal reconstruction accuracy will be lower. Since 

images are two-dimensional signal, so you first need to 
wavelet transform by the one-dimensional to the two-

dimensional. Assume that
 ( )1 2,f x x  is a two-dimensional 

signal, 1 2,x x  , respectively, is the abscissa and ordinate, 

( )1 2,x xy denotes the two-dimensional wavelet, the 

corresponding scaling function is ( )1 2,x xy . If the scaling 

function can be separated, that 

is ( ) ( ) ( )1 2 1 2,x x x xf j f= * . Let ( )1xy and ( )1xf  

correspond to a one-dimensional wavelet function, the two-
dimensional dyadic wavelet can be expressed for the 
following three separable orthogonal wavelet basis functions: 

         )()(),( 2121
1 xyxjxxy =                                 (4)       

    )()(),( 2121
2 xjxyxxy =                                 (5)    

)()(),( 2121
3 xyxyxxy =                                 (6) 

This shows that in the case of separable two-dimensional 
multi-resolution two-step. Its decomposition is shown in Fig. 
1. 

 

Figure 1.  Iimages of the three wavelet decomposition figure  

The specific steps along the 1x  direction, respectively, 

( )1xf  and ( )2xy  do analysis, ( )1 2,f x x  broken down 

into two parts of smooth and detail, then do the same 

analysis of the two parts along the 2x  direction use 

( )2xf and ( )1xy . The four outputs from the processing 

by the ( )1xf  and ( )2xf  all the way to the first class of 

smooth approximation ( )1 1 2,A f x x , the other three outputs 

( )1
1 1 2,D f x x ， ( )2

1 1 2,D f x x ， ( )3
1 1 2,D f x x are the 

details of the function. If ( )1xf  and ( )1xy  correspond to 

spectrum ( )wf ， ( )wy conceived as the ideal half-band 

low-pass filter h  and high-pass filter g , ( )1 1 2,A f x x  

reflects the low frequency components in both directions of 

the 1x  , 2x , ( )1
1 1 2,D f x x  reflected high-frequency 

components of the low-frequency component of the 

horizontal direction and vertical direction, ( )2
1 1 2,D f x x  

reflected high-frequency components of the horizontal 
direction and vertical low-frequency component, 

( )3
1 1 2,D f x x  reflected high-frequency components in both 

directions. The image wavelet transform is to use low-pass 
filter is a high-pass filter b of the ranks of the image filtering 
(convolution), then take one of the next sampling. Such 
wavelets transform results put the image can be decomposed 
as a low-frequency sub-band (horizontal and vertical 

directions after low-pass filter) LL and three high 

frequency sub-bands, use HL  as the horizontal high-pass 
and vertical low-pass sub-band, use LH as the horizontal 
low-pass and vertical high-pass sub-band, use HH as the 
horizontal high-pass and vertical high-pass sub-band. The 
resolution is 1/2, the frequency range varies. 

III. IMAGE FUSION ALGORITHM BASED ON WAVELET 

TRANSFORM 

A. The principle of image fusion algorithm based on 
wavelet transforms 

The application of wavelet image fusion principle is the 
fusion method is applied to the low frequency component 
and high frequency components of the wavelet 
decomposition of the original image. In the wavelet 
transform of an image, the larger the absolute value of 
wavelet coefficients corresponding to the edge of these more 
salient features, most of the image fusion algorithm based on 
wavelet transform to study how to select the wavelet 
coefficients in the composite image, which is three direction 
of the high frequency coefficients, so as to achieve the 
purpose of preserving image edges. Although the choice of 
the wavelet coefficients (high frequency coefficients) retain 
the edge of the image features such as a very major role, but 
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the scale factor (low-frequency coefficient) determines the 
contours of the image, the right to choose the scale 
coefficient is important to improve the visual effects of the 
synthetic image role. 

B. The process of fusion algorithm based on wavelet 
decomposition 

The algorithm is the wavelet decomposition of the image 
to get the high-frequency information of the image, as a 
convicted on the basis of the late goal, the advantage of 
wavelet transform applied to image fusion image can be 
decomposed into different frequency domain at different 
frequency domain the use of different selection rules, the 
synthetic image multi-resolution decomposition, and thus 
retain the original image in the composite image and the 
salient features in different frequency domains. 

According to the idea of wavelet image fusion algorithm, 
the main steps are as follows: 

• Geometrically accurate registration for multi-source 
image; 

• Select the appropriate wavelet basis and 
decomposition level, multi-layer wavelet 
decomposition, the original image to obtain their 
approximate coefficients and detail coefficients; 

• The fusion rules of the wavelet coefficients 
according to specific needs, options; 

• On the inverse transform of the wavelet coefficients 
of the fused image. 

C. Image fusion rules 

The image of the low-frequency data to determine the 
broad contours of the image, and high-frequency data to 
determine the clarity of the image, the image blurring that its 
details, the high-frequency information are lost more. Based 
on the above understanding, the available fusion rules are as 
follows. 

1) Pixel-based fusion rules 
Common pixel-based fusion method is the cross-pixel 

selection method, selected from the corresponding position 
of each source image in the wavelet coefficient matrix, the 
large absolute value of wavelet coefficients as the integration 
of wavelet coefficients, and then the inverse wavelet 
transforms fusion images. According to the LH, HL, and HH 
three sub-matrix of the wavelet coefficients of the source 
image matrix, the absolute value of the corresponding sub-
matrix of wavelet coefficients and the size to determine the 
fusion matrix of wavelet coefficients LH, HL, and HH three 
sub-matrix (high frequency) wavelet coefficients of the 
corresponding position in which source image to the 
corresponding position of the wavelet coefficients. 

2) Region-based fusion rules 
Pixel-based fusion rules in the fusion process, on the 

edge of the high sensitivity of the image preprocessing image 
strict alignment, otherwise the results will be unsatisfactory, 
and this increases the difficulty of the pretreatment. Region-
based fusion rules taking into account the correlation 
between adjacent pixels, reducing the sensitivity to the edge. 
How to choose the window is the difficulty of this fusion 
rule, which requires that the wavelet coefficients in the 

selected window larger, otherwise it will not be able to play 
the advantage of this method. We can image as constituted 
by different gray scale region, and the edge of the 
performance of the objects for the difference of gray. The 
edge is a very important feature of the images contains 
valuable information of the target boundary, from the edge of 
the image location, identification, filtering and other 
operations. Therefore, we can extract the source of the edge 
of the map to the edge of the image as a reference around the 
edge of the integration window (3 × 3), and then combined 
with the image information within the region, and used 
window-based fusion rule fusion, which region-based fusion 
method. 

D. High-frequency coefficient fusion rules 

For the high-frequency domain, we always want to retain 
as much as possible details of the input image, and therefore 
special attention to the striking images in the high frequency. 
Therefore, the integration of rules and algorithms of the 
previous wavelet image fusion method, presented here take a 
Japanese regional mean-variance maximizing new fusion 
rule based on the coefficient of absolute value and 
algorithms. Two images A, B fusion, for example, the fusion 
image of the F. N-layer wavelet decomposition of two-
dimensional image, the final (3N + 1) in different frequency 
bands, which include 3N high frequency band and a low 
frequency band. The fusion rules and fusion algorithm is: 

• Source image A, B, respectively, the N-layer 
wavelet decomposition; 

• Integration of low-frequency part of the image F, 
take the source image A, B decomposition of 
weighted average, that is: 

           2/)( ,,, BNANFN CCC +=                                (7) 

Among them, the ANC , , BNC , , respectively, to 

participate in the integration of source images A and B in the 
low frequency components of wavelet decomposition scale 

N, FNC ,  fusion image F in the low frequency components 

of wavelet decomposition scale N. 
• The highest decomposition, the wavelet coefficients 

of high frequency components of the three directions 
of the compare A, B image, take the absolute value 
of the wavelet coefficients of the wavelet 
coefficients of the fused image F. 

• In the middle of the decomposition, the local area 
management pixels (here, take the 3 × 3) mean-
variance image A or B, the wavelet coefficients as 
the fused image F corresponding wavelet 
coefficients. 

• Determine the wavelet coefficients of the fused 
image F, the inverse wavelet transform, that is, the 
fused image F. 

E. Low-frequency coefficient fusion rules 

Although the choice of the wavelet coefficients (high 
frequency coefficients) retain the edge of the image features 
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such as a very major role, but the scale factor (low-frequency 
coefficient) determines the contours of the image, the right to 
choose the scale coefficient is important to improve the 
visual effects of the synthetic image role. Choice of the scale 
coefficient for the low band, there are three options to choose. 

The first is the average method, using the mathematical 
formula is: 

),(5.0),(5.0),( PYCPXCPZC NNN ×+×=                 (8) 

The average low frequency coefficients directly, without 
considering the edge of the image, and other features, will 
reduce the contrast of the image to a certain extent. 

The second program is the Burt raised the average 
method of combining and selection. First, the energy within 
a small region Q to represent a significant, if A (X, p) is 
significant that the image X in the coefficient of p-point scale: 

    ),()(),( 2 qXCqPXA
Qq

N
∈

= ω                                 (9) 

Among them, ω (q) represents the weight value, the 
closer from the point p, the greater the weight value. The 
same can define A (Y, p). Then define the matching matrix R: 

),(),(

),(),()(2

))((
PXBpXA

qYCqXCq

PR Qq
NN

+
=

∈

ω
              (10) 

Changes in the matching matrix of values between 0 and 
1, close to zero on the two map, it shows a high degree of 
correlation close to 1. Matching matrix in a point value is 
small (less than a certain threshold a) on the choice of a 
significant high scale coefficients as the scale factor of the 
composite image; on the choice of the two image scale factor 
when the value of the matching matrix weighted average of 
the scale factor at this point as a composite image. Then the 
integration function can be described as: 

),(),(),(),(),( PXCPYWPXCPXWPZC NNN ⋅+⋅=        (11) 

The second program take into account the correlation of 
the two images, and according to the different correlation 
were used to select and average method. When the strong 
correlation of two images, the average method; when the 
weak correlation of the two images on the choice of the 
larger point of the local energy. This principle of selection in 
line with the fact that human eye is more sensitive to the 
more significant point to a certain extent. So may be inferred 
that the fused image obtained by such a program would be 
better than the average fusion image effects. In the second 
scenario, however, still did not take into account the edge of 
the image of these significant features, so sometimes it will 
affect the effect of the fused image. 

The third scenario is based on the edge of the options. 
Image of X scale factor is defined a variable E: 

),()*(),()*(),()*(),( 2
3

2
2

2
1 PXCFPXCFPXCFPXE NNN ++=    (12) 

Where * denotes convolution. Similarly, the image Y, 
define the variable E (Y, p). The variable E reflects to some 
extent, the edge of the image in horizontal, vertical and 
diagonal directions. Therefore, in order to retain the details 
of the original image can be calculated on the scale 
coefficients of the two images a variable E, and choose E 
large scale coefficient as a composite image of the scale 
factor, so that we can in the fused image retain the original 
image edge information. Integration of the function 
expressed as: 

),(),(),(),(),( PXCPYWPXCPXWPZC NNN ⋅+⋅=        (13) 

The third option in the pieces of the original image, select 
the most likely edge points be retained, so you can predict 
the composite image obtained by this method is relatively 
clear, the details are more abundant. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

This paper is based on wavelet transform infrared image 
and visible image fusion, based on the information contained 
in the same image source in the visible light and infrared 
light is different, in order to get the two images useful to us 
more information than the original image we will both fusion. 

Through the comparison of different fusion rules, and 
finally take the coefficient of low-frequency part of the 
average, using the coefficient of the high frequency part, 
whichever is greater of the fusion specifications to ensure 
maximum retention of information. The expected effect, we 
want to be able to infrared image with the information 
contained in the optical image to maximize retained, and 
fusion in a figure, which contains the information of the 
infrared and visible light images. 

Experiments we have chosen picture named "naviA-t.jpg 
"," naviB-t.jpg ", as shown in Fig.2, Fig.3. 

 
Figure 2.  Picture "naviA-t.jpg" 

 

Figure 3.  Picture "naviB-t.jpg" 
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Picture "naviA-t.jpg" is the ordinary visible light images, 
pictures naviB-t.jpg and pictures naviA-t.jpg "at the same 
time in the same image source with the infrared video 
equipment shooting the picture. Picture "naviB-t.jpg" is the 
pictures taken with infrared camera equipment.. Two are in 
the same scene, the infrared image and visible image fusion 
can concurrently take advantage of the original image 
information can overcome the limitations and differences 
exist in terms of geometric, spectral and spatial resolution by 
a single sensor image, improve the quality of the image, the 
final image fusion of infrared and visible light image shown 
in Fig.4. 

 

Figure 4.    The infrared image and visible image fusion image 

We found that through the final fusion image based on 
wavelet transform infrared image and visible image fusion is 
successful. Ultimately the infrared image with the 
information contained in the optical image to maximize the 
retained and integrated in the way a display, which contains 
the information of the infrared and visible light images. 

V. CONCLUSION 

Visible image of the spectral information and infrared 
imagery perspective characteristics of the two image fusion 
has become inevitable. Therefore, choosing a good fusion 
algorithm can effectively fused image has the advantages of 
the two images. The main content of this paper is to explore 
the image fusion algorithm selected by analyzing the 

comparison of today's main image fusion algorithm based on 
wavelet transform image fusion method, will be the 
integration of image wavelet transform, the image is broken 
down into different frequency in the frequency 
domainsection of the decomposition of the transform 
coefficients, which constitute a series of matrices (sub-
images), the formation of a wavelet transform pyramid. 
Experimental results show that the fusion image fusion 
algorithm is conducive to the overall understanding of the 
scene, the experimental data and visual effects show that the 
effectiveness of the algorithm. 
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