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Abstract—In this paper, a zero decomposition algorithm based 
on characteristic set methods are developed in reflexive 
difference and differential polynomial systems. The 
“generalized term order” is used to deal with negative 
exponents of difference operators in DD-polynomials and the 
reduction of two DD-polynomials is discussed. We introduce 
the concept of characteristic set in reflexive DD-polynomial 
systems and propose a algorithm which can be used to 
decompose the zero set of a finitely generated reflexive 
DD-polynomial set into the union of zero sets of coherent 
chains. 
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I.  INTRODUCTION 

Characteristic set method is an efficient method in 
studying polynomial systems or algebraic differential 
equations. The method is widely used in solving equations, 
solving the radical ideal membership problem, proving 
theorems in geometries, computer aided design, robotics, 
engineering and other fields, see[1,2,3,10,12,16]. 

The characteristic set method was generalized to the 
mixed difference and differential polynomial (simply called 
DD-polynomial) systems by Gao[17,18,19]. But a 
characteristic set method for reflexive DD-polynomial 
systems(DD-polynomial systems with inverse difference 
operators) remains an interesting question. One of the 
problems in reflexive DD-polynomial systems is to find a 
proper term order that can help to definite the reduction of 
DD-plolynomials. Zhou and Franz generalized the concept of 
term order to deal with negative exponents of terms in 
difference-differential modules[5]. 

In this paper, a part of the results based on Wu's 
characteristic set methods are extended to the reflexive 
difference and differential case. The “generalized term order” 
established by Zhou and Franz[5] is used to ordering terms 
of DD-polynomials. The problem with negative exponents of 
difference operators was solved by decompose Ժே  into 
orthants. We introduce the concept of characteristic sets in 
reflexive DD-polynomial systems and propose a algorithms 
which can be used to decompose the zero set of a finitely 
generated reflexive DD-polynomial set into the union of zero 
sets of coherent chains based on Wu's method[11,12,13,14]. 

II. PRELIMINARIES 

Let ℚሺݔሻ  be the field of rational functions with an 
indeterminate ݔ , and assume that ॶ ⊇ ℚሺݔሻ  is a 
computable field. ߲ is a differential operator defined on ॶ 
with ߲ :ॶ → ॶ ߲ሺ݂ ൅ ݃ሻ ൌ ߲ሺ݂ሻ ൅ ߲ሺ݃ሻ ߲ሺ݂݃ሻ ൌ ߲ሺ݂ሻ ∙ ݃ ൅ ߲ሺ݃ሻ ∙ ݂ 
for ∀݂, ݃ ∈ ॶ. And difference operators ߜ and ߪ defined 
on ॶ are isomorphic mappings satisfying ߪ ൌ  .ଵିߜ

In this paper, we assume the existence of a non-zero 
element ݄ ∈ ॶ, such that the operator ߜ and ߲ , ߪ and ߲ commute according to the following rule: ߲ߜ ൌ ݄ ∙ ߪ߲ ,߲ߜ ൌ ݄ିଵ ∙  .ߪ

It is easy to check that for a non-zero integer ݏ, we have ߲ߜ௦ ൌ ݄௦ߜ௦߲, ݄௦ ൌ ∏ ௜ሺ݄ߜ ೞ|ೞ|ሻ௦ି ೞ|ೞ|௜ୀ଴ . 
We denote ߆ ൌ ሼߜௗ߲௦|݀ ∈ ܼ, ݏ ∈ ܰሽ, ߗ ൌ ሼߜௗభ߲௦భ ⋯  .ௗ೟߲௦೟ሽߜ
Let ঀ ൌ ሼݕଵ, ⋯ , ௡ሽݕ  be a finite number of 

indeterminates (ݕ௜ may be considered as functions of x).Let ߗঀ ൌ ሼ߱ݕ௜|߱ ∈ ,ߗ ௜ݕ ∈ ঀሽ, ߆ঀ ൌ ሼߜௗ߲௦ݕ௜|݀ ∈ ܼ, ݏ ∈ ܰ, ௜ݕ ∈ ঀሽ. 
And for convenience, we denote ߜௗ߲௦ݕ௜ ൌ  .௜,ௗ,௦ݕ
We denote Թ ൌ ॶሼঀሽ ൌ ॶሾߗঀሿ Թ is called the reflexive DD-ring of DD-polynomials 

over ॶ in ঀ (In this paper, “DD” always means “reflexive 
difference-differential”). 

The following two lemmas hold in reflexive 
DD-polynomial system case. 

Lemma 1[18] ॶሾߗሿ ൌ ॶሾ߆ሿ,and ߆ is a basis of the ॶ 
-vector space  ॶሾߗሿ]. 

Lemma 2[18] ॶሼঀሽ ൌ ॶሾ߆ঀሿ , and ߆ঀ  is a 
transcendence basis of the ॶ-vector space ॶሼঀሽ over ॶ. 

Let ൑ be a total ordering on ߆ঀ. For a DD-polynomial 
set ℙ ∈ ॶሾ߆ঀሿ, we define ℙܸ to be the set of all elements 
of ߆ঀ occurring in ℙ. We define the leader of ℙ to be the 
maximal element of ℙܸ under ൑ and denote it by ݒℙ or ݒሺℙሻ. If ℙ ൌ ሼܲሽ, let ݒℙ ൌ  .௉ݒ

A generalized term order is a total ordering ൑ satisfying 
the following conditions: 
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:ଵܣ ۔ە
ሻݕߠሺݒۓ ൑ ,ሻݕߠߜሺݒ ݕߠ∀ ∈ ሼߜௗ߲௦ݕ௜|d, ݏ ∈ ܰ, ௜ݕ ∈ ܻሽ;ݒሺݕߠሻ ൑ ,ሻݕߠߪሺݒ ݕߠ∀ ∈ ሼߪௗ߲௦ݕ௜|d, ݏ ∈ ܰ, ௜ݕ ∈ ܻሽ;ݒሺݕߠሻ ൑ ,ሻݕߠሺ߲ݒ ݕߠ∀ ∈ ;ܻ߆  

:ଶܣ
۔ۖۖەۖۖ
ሻݕߠߜሺݒۓ ൑ ,ᇱሻݕᇱߠߜሺݒ ݕߠ∀ ൑ ’ݕ‘ߠ,ᇱݕᇱߠ ∈ ሼߜௗ߲௦ݕ௜|d, ݏ ∈ ܰ, ௜ݕ ∈ ܻሽ;ݒሺݕߠߪሻ ൑ ,ᇱሻݕᇱߠߪሺݒ ݕߠ∀ ൑ ′ݕ′ߠ,ᇱݕᇱߠ ∈ ሼߪௗ߲௦ݕ௜|d, ݏ ∈ ܰ, ௜ݕ ∈ ܻሽ;ݒሺ߲ݕߠሻ ൑ ,ᇱሻݕᇱߠሺ߲ݒ ݕߠ∀ ൑ ᇱݕᇱߠ  

Generalized term orders exist: one example is the 
ordering ൑௟ defined by: ߜఈభߪఉభ߲ఊభݕ௖భ ൑௟ ⇔ ௖మݕఉమ߲ఊమߪఈమߜ ሺܿଵ, ,ଵߙ ,ଵߚ ଵሻߛ ൑௟௘௫ ሺܿଶ, ,ଶߙ ,ଶߚ  ,ଶሻߛ
where ൑௟௘௫  stands for the lexicographical ordering and ߙଵߚଵ ൌ ଶߚଶߙ,0 ൌ 0.  

The concept of generalized term order was established by 
Zhou and Franz in 2008.It is a weak admissible ordering 
which could deal with terms with negative exponents. In this 
paper, we always assume that the ordering ൑  is a 
generalized term order. We will also assume that  ݕଵ ൏ ଶݕ ൏⋯ ൏ ௡ݕ , which can always be made to hold after a 
permutation of indexes. 

Let Գ be set of non-negative integers and ॱ be the set 
of non-positive integers. The subset Գ  and ॱ  with  Ժ ൌ Գ ∪ ॱ  and  Գ ∩ ॱ ൌ ሼ0ሽ  is called a orthant 
decomposition of Ժ. Գ and ॱ are called the orthant of Ժ. 
If  ߜఈభ߲ఊభݕ௖ ൑  ௖, where ൑ is a generalized orderݕఈమ߲ఊమߜ
and ߙଵ, ଶߙ ∈  Ժ, and ߚ is an integer in the same orthant of Ժ  with ߙଶ , then we have ߜఈభାఉ߲ఊభݕ௖ ൑ ௖ݕఈమାఉ߲ఊమߜ . 
Without loss of generality, we always assume that 
generalized term order is based on the orthant decomposition Ժ ൌ Գ ∪ ॱ. 

We denote ሺ߆ঀሻ∗ to be the set of elements raised to 
strictly positive power in ߆ঀ.And we denote the extended 
variables in ሺ߆ঀሻ∗  by  ݒ∗. The ordering ൑ on variables 
can be extended by  ݒௗ ൑ ሺݒᇱሻ௘ , if and only if either ݒ ൏ ݒ or , ′ݒ  ൌ and ݀ ൑ ′ݒ   ݁. The extended leader of a 
non-ground DD-polynomial ܲ  is denoted by ݒ௉∗ ൌݒ௉ୢ ୣ୥ ሺ௉,௩ುሻ . For DD-polynomials ܲ and ܳ, we will write ܲ ൑  ܳ if ݒ௣∗ ൑ ∗ொݒ . We write ܲ~ܳ  if ݒ௣∗ ൌ ∗ொݒ . 

Lemma 3[5] Any descending sequence ଵܲ ൐ ଶܲ ൐ ଷܲ ൐⋯is finite with ௜ܲ ∈ ॶሾ߆ঀሿ. 
III. PSEUDO-REMAINDERS OF DD-POLYNOMIALS 

Let ঀ௖ ൌ ሼݕଵ, ⋯ , ܿ ঀሿ, we define the class of ܲ to be the smallest߆௖ሽ.And ܲ is a DD-polynomial in ॶሾݕ ൌ ܲ ሺܲሻ such thatݏ݈ܿ ∈ ॶሾ߆ঀ௖ሿ.We set ݈ܿݏሺܲሻ ൌ 0 
if ܲ ∈ ॶ. Let the leader of ܲ to be ݕߠ௖ ൌ ௖,ௗ,௦ݕ , we 
define ݀ݎ݋ఋሺܲ, ௖ሻݕ ൌ ሻߠఋሺ݀ݎ݋ ൌ ݀. 

For a DD-ploynomial ܲ  with ݈ܿݏሺܲሻ ൐ 0  and ݒ௣ ൌ  ௖,ௗ,௦, ܲ can be written into the following canonicalݕ
representation: ܲ ൌ ௧ܲݕ௖,ௗ,௦௧ ൅ ௧ܲିଵݕ௖,ௗ,௦௧ିଵ ൅ ⋯ ൅ ଴ܲ, 
where ݒ௉೔ ൏ ௉ሺ݅ݒ ൌ 0, ⋯ , ௣ܫ  ሻ.We callݐ ൌ ௧ܲ the initial of 

ܲ. And ݈݀݁݃ሺܲሻ ൌ  .ܲ is called the leading degree of ݐ
Applying ߪ,ߜ and ߲ to ܲ,we have 
Lemma 4. ܲߜ ൌ ሺߜ ௧ܲሻݕ௖,ௗାଵ,௦௧ ൅ ሺߜ ௧ܲିଵሻݕ௖,ௗାଵ,௦௧ିଵ ൅ ⋯ ൅ ሺߜ ଴ܲሻ ିߜଵܲ ൌ ଵሺିߜ ௧ܲሻݕ௖,ௗିଵ,௦௧ ൅ ଵሺିߜ ௧ܲିଵሻݕ௖,ௗିଵ,௦௧ିଵ ൅ ⋯൅ ଵሺିߜ ଴ܲሻ ߲ܲ ൌ ܵ௣ݕ௖,ௗ,௦ାଵ ൅ ܴ 
where 

ܵ௉ ൌ ෑ ௜ሺ݄ߜ ௗ|ௗ|ሻ ௖,ௗ,௦ݕ߲߲ܲ
ௗି ௗ|ௗ|

௜ୀ଴  
is called the separant of ܲ，ܴ is a DD-polynomial with 
lower leading variable than ݕ௖,ௗ,௦ାଵ. 

Let ܲ ∈ Թ\ॶ and ݒ௉ ൌ  ௖,ௗ,௦, then we say that ܳ isݕ
reduced w.r.t. ܲ if and only if: 

 ௖,ௗା௞,௦ା௟ does not occur in ܳ for ݇ and ݀ inݕ (1)
the same orthant, ݈ ൐ 0;  
(2) deg൫ܳ, ௖,ௗା௞,௦൯ݕ ൏ deg ሺܲ,  ௖,ௗ,௦ሻ for ݇ and ݀ inݕ
the same orthant.  

If ܲ ∈ ॶ\ሼ0ሽ, then 0 is the only DD-polynomial which 
is reduced w.r.t. ܲ. 

Let θ ൌ δఈ߲ఉ,θ′ ൌ δఈᇱ߲ఉᇱ.We define a partial ordering ൑ on ߆ by θ ൑ θ’ ⇔ β ൑ β‘, ܽ݊݀ 0 ൑ α ൑ α‘ or 0 ൒ α ൒ α‘. 
For θ ൑ θ’, we define θ‘/θ ൌ δఈ’ି஑߲ఉ‘ିఉ 

The partial ordering ൑  on ߆  can be extended on 
extended variables by ݒ∗ ൌ ሺݕߠ௜ሻௗ ൑ ሺݕ′ߠ௜ሻ௘ ൌ ሺݒ′ሻ∗ , if 
and only if θ ൑ θ’ and either ݀ ൑ ݁,or θ′/θ is not a pure 
difference operator. 

Let P, ܳ ∈ Թ be two DD-polynomials with ܲ ് 0.Then 
the algorithm rprem returns the pseudo-remainder of ܳ 
w.r.t. ܲ. It is easily checked that ݉݁ݎ݌ݎሺܳ, ܲሻ is reduced 
w.r.t. ܲ. Otherwise, the algorithm wouldn’t terminate. 
Algorithm 1-rprem(ܳ, ܲ)
Input: Two DD-polynomials  ܲ and ܳ with ܲ ് 0. 
Output: The pseudo remainder of ܳ w.r.t ܲ. 
If ܲ ∈ ॶ, then return 0. 
Set ܴ ൌ ܳ. 
While ∃߱∗ ∈ ோܸ∗,ݒ௉∗ ൑ ߱∗ do 

Choose the highest ߱∗ under ൑. 
Set ܴ ൌ ,ሺܴ݉݁ݎ݌ܽ ሺ߱/ݒ௉ሻܲሻ. 

Return ܴ 
/*/We denote ܽ݉݁ݎ݌ሺܴ, ܳሻ to be the algebraic 

pseudo-remainder of ܲ w.r.t ܳ in variable ݒொ. 
For polynomials ܲ and ܳ , it’s easy to check that if ݒ௉ ൏  .ܳ .ொ, then ܲ is reduced w.r.tݒ

IV. CHARACTERISTIC SETS OF DD-POLYNOMIAL SYSTEMS 

A. Auto-reduced sets ࣛ is a subset in ॶሼঀሽ\ॶ. If for each ܲ ∈ ࣛ, ܲ is 
reduced w.r.t. each polynomial in ࣛ\ሼܲሽ,then ࣛ is called 
a auto-reduced set. An auto-reduced set ࣛ ൌ ሼܣଵ, ⋯ ,  ௥ሽܣ
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with ݒ஺భ ൏ ⋯ ൏  ஺ೝ is called an ascending chain or simplyݒ
a chain.  

Let ݕ௜,ௗ,௦ to be the leading variable of a polynomial in ࣛ, we define its DD-index to be ሺ݀,  .ሻݏ
Let ࣛ be a chain. We denote ܦܰܫ௜ the set of indices 

for the polynomials in ࣛ with a fixed class ݅. 
We first recall two properties of auto-reduced sets in 

non-reflexive DD-polynomial case. 
Proposition 5.(Gao et al.,2009) Let ࣛ be a chain. If we 
arrange ܦܰܫ௜ ൌ ሼሺܽଵ, ܾଵሻ, ⋯ , ሺܽ௦, ܾ௦ሻሽ  such that ܽଵ ൑ ܽଶ ൑ ⋯ ൑ ܽ௦.Then we have 
 ܽଵ ൏ ܽଶ ൏ ⋯ ൏ ܽ௦ and ܾଵ ൒ ܾଶ ൒ ⋯ ൒ ܾ௦. 
 If ௝ܾ ൌ ௝ܾାଵ ,then ݀ሺ ௝ܽ, ௝ܾሻ ൏ ݀ሺ ௝ܽାଵ, ௝ܾାଵሻ ,where ݀ሺ ௝ܽ, ௝ܾሻ is the leading degree of the polynomial 

with index ሺ ௝ܽ, ௝ܾሻ. 
Lemma 6. (Gao et al.,2009) Any auto-reduced set is finite. 

Let ࣛ  be a chain.We divide  ࣛ  into two parts by 
positive and negative exponent of ߜ in the leader of ܣ௜, ࣛ ൌ ࣛఋ ∪ ࣛఙ . For ∀ܲ ∈ ࣛఋ , we have ݀ݎ݋ఋሺܲ, ௉ሻݒ ൒0.  ࣛఋ  is a chain in non-reflexive DD-polynomial case, 
where all the term ݕ௖,ௗ,௦  occur in ࣛఋ  with ݀ ൏ 0  are 
treated as parameters. And similarly, ࣛఙ is also a chain in 
non-reflexive DD-polynomial case. 
Proposition 7. Let ࣛ be a chain.  ܦܰܫ௜ ൌ ሼሺܽ௣భ, ܾ௣భሻ, ⋯ , ሺܽ௣ೞ, ܾ௣ೞሻ, ሺܽ௡భ, ܾ௡భሻ, ⋯ , ሺܽ௡ೝ, ܾ௡ೝሻሽ , 
where 0 ൑ ܽ௣భ ൑ ⋯ ൑ ܽ௣ೞ , 0 ൒ ܽ௡భ ൒ ⋯ ൒ ܽ௡ೞ . Then we 
have 
 0 ൏ ܽ௣భ ൏ ⋯ ൏ ܽ௣ೞ , 0 ൐ ܽ௡భ ൐ ⋯ ൐ ܽ௡ೞ , and ܾ௣భ ൒ ⋯ ൒ ܾ௣ೞ>0, ܾ௡భ ൒ ⋯ ൒ ܾ௡ೞ>0. 
 If ܾ௣ೕ ൌ ܾ௣ೕశభ, then ݀ሺܽ௣ೕ, ܾ௣ೕሻ ൐ ݀ሺܽ௣ೕశభ, ܾ௣ೕశభሻ. 

 If ܾ௡ೕ ൌ ܾ௡ೕశభ, then ݀ሺܽ௡ೕ, ܾ௡ೕሻ ൐ ݀ሺܽ௡ೕశభ, ܾ௡ೕశభሻ. 
Proof. Let ࣛ ൌ ࣛఋ ∪ ࣛఙ . ࣛఋ  and ࣛఙ  is chains in 
non-reflexive DD-polynomial case, then the proposition is 
true according to Proposition 5. 
Example 8 Set the ordering to be ൑௟.The following set 
forms a chain. ࣛ ൌ ሼܣଵ, ,ଶܣ ,ଷܣ Aସሽ ܣଵ ൌ ଵ,ିଵ,ସଶݕ ଶܣ  ൌ ଵ,ିଷ,ଵݕ ൅ ଷܣ ଵ,ିଶ,ଶݕ ൌ ଵ,ଶ,ଷଶݕ ൅ ସܣ ଵ,ିଵ,ଵݕ ൌ ଵ,ସ,ଷݕ ൅  ଵ,ିଶ,ଵݕ
From the DD-indices for ࣛ shows in Figure1, we can easy 
verify proposition 7. 

 
Figure 1. The indices of chain ࣛ from Example 8 

Lemma 9. Any auto-reduced set is finite. 
Proof. Let ࣛ be a chain. Let ࣛ ൌ ࣛఋ ∪ ࣛఙ. Since  ࣛఋ 
and ࣛఙ are finite according to Lemma 6, ࣛ is finite. 

Let ࣛ ൌ ሼܣଵ, ⋯ , ௠ሽ and ीܣ ൌ ሼܤଵ, ⋯ ,  .௡ሽ be chainsܤ
We consider the partial ordering ൑ on chains. We ࣛ ൑ ी 
if there exists a ݆ with ܣ௜~ܤ௜  for 1 ൑ ݅ ൏ ݆ and either ܣ௝ ൏ ௝ܤ  or ݆ ൌ ݊ ൅ 1 ൑ ݉ . The ordering ൑  is called a 
ranking. 
Lemma 10. Any descending chain ࣛଵ ൐ ࣛଶ ൐ ࣛଷ ൐ ⋯is 
finite. 
Proof. Assume that the lemma is not ture. Then the first 
elements of the chains ࣛଵ,ࣛଶ,…satisfy ࣛଵ,ଵ ൐ ࣛଶ,ଵ ൐ ⋯. 
By Lemma 3, there exists an index ଵ݆ with ࣛ௜,ଵ~ ௝ࣛభ,ଵ for ∀݅ ൒ ݆ଵ . Similarly, there exists an index ݆ଶ ൐ ଵ݆  with ࣛ௜,ଶ~ ௝ࣛమ,ଶ for ∀݅ ൒ ݆ଶ. By induction, we get a sequence ݆ଵ ൏ ݆ଶ ൏ ⋯ with ࣛ௜,௞~ ௝ࣛೖ,௞  for ∀݅ ൒ ݆௞ .But then ሼ ௝ࣛభ,ଵ, ௝ࣛమ,ଶ, ⋯ ሽ  is an infinite auto-reduced set, which 
contradicts Lemma 9. 

Let ℙ be a set of DD-polynomials and consider the set 
of chains of DD-polynomials in ℙ. By Lemma 10, there 
exists at least one chain with lowest rank among all chains. 
And the least chain is called a characteristic set of ℙ. 

A DD-polynomial is said to be reduced w.r.t. a chain if 
it is reduced to every DD-polynomial in the chain. 
Lemma 11. If ࣛ is a characteristic set of ℙ and ࣛ′ a 
characteristic set of ℙ ∪ ሼPሽ for a DD-polynomial P, then 
we have ࣛ ൒ ࣛ′. Moreover, if ܲ  is reduced w.r.t. ࣛ , 
then ࣛ ൐  .′ܣ
Proof. The first statement is obviously true, since the 
characteristic set of ℙ is in ℙ ∪ ሼPሽ. As to the second 
statement, assume ࣛ ൌ ሼܣଵ, ⋯ , ௥ሽܣ . If ݒ௉ ൐ ஺ೝݒ , then 
chain ܣଵ, ⋯ , ,௥ܣ ܲ is of rank lower than ࣛ . If ݒ஺ೖషభ ൏ݒ௉ ൑ ஺ೖݒ ൑ ஺೛ݒ , then chain ܣଵ, ⋯ , ,௞ିଵܣ ܲ is of rank lower 

than ࣛ. Hence ࣛ ൐  .′ܣ
Lemma 12. A chain ࣛ is a characteristic set of ℙ if and 
only if ℙ  does not contain a non-zero DD-polynomial 
which is reduced w.r.t. ࣛ. 

Proof. By Lemma 11, we just need to prove the 
sufficiency. Assume ी ൌ ሼܤଵ, ⋯ ,  ௦ሽ is the characteristicܤ
set of ℙ, while ࣛ is not. We have ी ൏ ࣛ. If there exists a ݇ ൑ min ሼݏ, ௞ܤ ሽ with݌ ൏  ࣛ .௞ is reduced w.r.tܤ ௞, thenܣ
by the definition of auto-reduced chain. Otherwise ݏ ൐  ݌
and ܤ௣ାଵ is reduced w.r.t. ࣛ. Both of the cases contradict 
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the hypothesis and show that ࣛ is the characteristic set of ℙ. 

B. Extension of chains 
In the process of computing the pseudo-remainder of ܳ 

w.r.t ܲ, we need to lift the difference and differential orders 
of ܲ by considering ܲߠ for certain ߠ ∈  Similarly, in .߆
order to compute the pseudo-remainder of a DD-polynomial 
w.r.t. a chain, we also need to select a DD-polynomial in the 
chain and to lift its orders. But the selection of the 
DD-polynomial is not unique. Different choice might lead to 
different result. In order to give a proper definition for 
pseudo-remainders, Gao Xiaoshan[18] introduced the 
concept of extension for chains, which could be extended to 
the reflexive DD-polynomial case. 

Let ࣛ be a chain.We denote  ॸࣛ ൌ ሼݕ௖,ௗ,௦|∃ܣ ∈ ࣛ, ஺ݒ ൌ ,௖,ௗᇲ,௦ᇲݕ ᇱݏ ൒ݏ, ݀ᇱܽ݊݀ ݀ݎ݋ఋ ܽݐ݄݊ܽݐݎ݋ ݁݉ܽݏ ݄݁ݐ ݊݅ ݁ݎ ሽ. So ॸࣛ  is the 
the set of all possible lifted variables by the leader in ࣛ. 
For a DD-polynomial set ℙ, let ݀ℙ,ଵ௖  be the largest ݀ such 
that ݕ௖,ௗ,௦ occurs in ℙ,  ݀ℙ,ଶ௖  be the smallest ݀ such that ݕ௖,ௗ,௦ occurs in ℙ, and ݏℙ௖  be the largest ݏ such that ݕ௖,ௗ,௦ 
occurs in ℙ. And ॽℙ ൌ ൛ݕ௖,௦,௧ ∈ ॸࣛ|∃ܲ ∈ ℙ, ܽ, ܾ: deg൫ܲ, ௖,௔,௕൯ݕ ൐ 0,1 ൑ ܿ൑ ݊, ݐ ൑ ܾ, 0 ൑ ݏ ൑ 0 ݎ݋ ܽ ൒ ݏ ൒ ܽൟ ॷℙ ൌ ൛ݕ௖,௦,௧ห∃ܲ ∈ ℙ: ௉ݒ ൌ  ௖,௦,௧ൟݕ
So ॷℙ  is the set of leading variables of ℙ  and ॽℙ 
implicitly depends on ࣛ. 

For a chain ࣛ and a set of DD-polynomials ℙ, we say 
that ࣛℙ is an extension of ࣛ w.r.t. ℙ if it satisfies the 
following properties: 
• For any ܲ ∈ ࣛℙ , there exist a ߠ ∈ ܣ and an ߆ ∈ ࣛ 

such that ܲ ൌ ܣߠ . So ࣛℙ  is the set of lifted 
polynomials. 

• ࣛℙ is an algebraic triangular set under the ordering ൑ 
when all ݕ௖,௠,௡ are considered as independent variables. 

• ॷࣛℙ ൌ ॽℙ∪ࣛℙ. 
• A DD-polynomial ܲ is reduced w.r.t ࣛ if and only if ܲ  is algebraic reduced w.r.t ࣛ௉  when all ݕ௖,௠,௡  are 

considered as independent variables. 
Given a DD-polynomial set ℙ, the algorithm Extension 

shows how to compute an extension of ࣛ w.r.t. ℙ, which 
is satisfying the above properties. The algorithm is similar 
but different from[18].We will give an example of ࣛ௉. 
Example 13. Let ࣛ  be the chain in Example 9, and ܲ ൌ ଵ,ହ,ହݕ ൅ ଵ,ିଶ,ଷ, we have  ࣛ௉ݕ ൌ ሼܣଵ, ,ଵܣଶ߲ߪ ,ଵܣ߲ߪ ,ଵܣߪ ߲ଶܣଵ, ,ଶܣ ,ଵܣ߲ ߲ସܣଶ, ߲ଷܣଶ, ߲ଶܣଶ, ,ଷܣ ,ଶܣ߲ ,ଷܣଶ߲ߜ ,ଷܣ߲ߜ ,ଷܣߜ ߲ଶܣଷ, ,ସܣ ,ଷܣ߲ ,ସܣଶ߲ߜ ,ସܣ߲ߜ ,ସܣߜ ߲ଶܣସ,  ସሽܣ߲

The DD-indices for the DD-polynomials in ࣛ௉  are 
given in Figure 2,where a solid dot represents the index of a 
newly added DD-polynomial. 

 
Figure 2. The DD-indices for ࣛ௉ in Example 13. 

Algorithm 2-Extension(ࣛ, ℙ) 
Input: A chain ࣛ and a set ℙ of DD-polynomials. 
Output: The extension ࣛℙ of ࣛ w.r.t. ℙ. 
S0. Let L ൌ ॷࣛ ,ℚ ൌ ࣛ ∪ ℙ ,ԯ ൌ ሼyୡ,ୢℙ,భౙ ,ୱℙౙ ,  yୡ,ୢℙ,మౙ ,ୱℙౙ , c ൌ1, ⋯ , n},V ൌ ॽԯ\L,and ࣛℙ=ࣛ. 
S1. If there existω,c and ߟ  with ߱ݕ௖ ∈ ܸ ௖ݕߟ , ∈ ܮ  and η ൑ ω, then choose ω and c such that ωyୡ is largest 

for ൑. If there are no such ω, ߟ and c, then return ࣛℙ 
S2. If for all the θݕ௖ ∈ ܮ  satisfying θ ൑ ω , ω/θ  is a 

difference operator. Let ߟ be the largest one of those θ under ൑, go to S4. 
S3. If there exist a θݕ௖ ∈ ܮ , ω/η  is not a difference 

operator. Let η be the one with largest in |݀ݎ݋ఋ|.Go to 
S4. 

S4.Let A୧ ∈ ࣛ  such that v୅౟ ൌ ηyୡ . Let Q ൌ ሺω/ηሻA୧, ࣛℙ ൌ ࣛℙ ∪ ሼQሽ,V ൌ V ∪ ሺॽ୕\ॷࣛℙሻ. Delete ωyୡ 
from V and go to S1. Since all the variables in ॽ୕\ॷࣛℙ 
are less than ωyୡ, this process will terminate. 
For a DD-polynomial P .The pseudo-remainder of a 

polynomial P  w.r.t. a chain ࣛ  is defined to be the 
algebraic pseudo-remainder of P  w.r.t. the algebraic 
triangular set ࣛ୔: ݉݁ݎ݌ݎሺܲ, ࣛሻ ൌ ,ሺܲ݉݁ݎ݌ܽ ࣛ௉ሻ. 
Lemma 14. Let ܴ ൌ ,ሺܲ݉݁ݎ݌ݎ ࣛሻ. Then ܴ  is reduced 
w.r.t. ࣛ and there exists an ܪ ∈ ۶ࣛ such that ݒு ൏  ொݒ
and ܳܪ ≡ ܳܪ ,ሾࣛሿ ݀݋݉ ܴ ≡  .൫ࣛொ൯ ݀݋݉ ܴ
Where ሾࣛሿ  stands for the differential-difference ideal 
generated by ࣛ and ൫ࣛொ൯ is the algebraic ideal generated 
by ࣛொ. 

V. COHERENT CHAINS AND ZERO DECOMPOSITION 

ALGORITHM 

Consider two DD-polynomials ܣଵ , ଶܣ  ∈ Թ\ॶ . If ݀ݎ݋ఋሺݒሺܣଵሻሻ݀ݎ݋ఋሺݒሺܣଶሻሻ ൏ 0 or ݈ܿݏሺܣଵሻ ്  ଶሻ, thenܣሺݏ݈ܿ
we define ∆ሺܣଵ, ଶሻܣ ൌ 0 . Else, let ݒሺܣଵሻ ൌ ௖ݕଵߠ ଶሻܣሺݒ , ൌ ߠ ௖, andݕଶߠ ∈  be the smallest under ൑ such ߆
that ߠଵ ൑ ߠ ଶߠ , ൑ ߠ . Ordering ܣଵ  and ܣଶ  such that deg ሺሺߠ/ߠଵሻܣଵሻ ൒ deg ሺሺߠ/ߠଶሻܣଶሻ , we define the ∆ െ ,ଵܣଶ to be ∆ሺܣ ଵ andܣ of ݈ܽ݅݉݋݊ݕ݈݋݌ ଶሻܣ ൌ ,ଵܣଵሻߠ/ߠఏ௬೎ሺሺ݉݁ݎ݌ܽ ሺߠ/ߠଶሻܣଶሻ. 
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Given a chain ࣛ ൌ ሼܣଵ, ⋯ ,  ௣ሽ, we denote by ∆ሺࣛሻܣ
the set of non-zero ∆ -polynomials ∆൫ܣ௜, ௝൯ܣ for all ܣ௜, ௝ܣ ∈ ࣛ . A chain is said to be coherent if ݉݁ݎ݌ݎሺܲ, ࣛሻ ൌ 0 for all ܲ ∈ ∆ሺࣛሻ. 

A chain ࣛ  is called a Wu characteristic set of a 
DD-polynomial set ℙ  if ࣛ ⊆ ℙ  and ݉݁ݎ݌ݎሺܲ, ࣛሻ ൌ 0 
for all ܲ ∈ ℙ. 

Let ℙ ⊂ ॶሼঀሽ be a finite system of DD-polynomials 
and let ॶ෡  be a DD-superfield of ॶ. A zero of ℙ in ॶ෡  is 
a tuple ݕොଵ, ⋯ , ො௡ݕ ∈ ॶ෡ ௡  with ܲሺݕොଵ, ⋯ , ො௡ሻݕ ൌ 0  for all ܲ 
in ℙ. We use ܼ݁݋ݎሺℙሻ to denote the set of all zeros of ℙ. 
Let ܦ be a polynomial. We use ܼ݁݋ݎሺℙ/ܦሻ to denote the 
set of zeros of ℙ which do not annul ܦ. 
Lemma 15. Let ℙ be a finite set of DD-polynomials, ࣛ ൌሼܣଵ, ⋯ , ௜ܫ .௠ሽ is a Wu characteristic set of ℙܣ ൌ ,஺೔ܫ ௜ܵ ൌ஺ܵ೔,and ܪ ൌ ∏ ௜ܫ ௜ܵ௠௜ୀଵ . Then Zeroሺℙሻ ൌ Zeroሺࣛ/ܪሻ ∪ ራ Zeroሺℙ ∪ ࣛ ∪ ሼܫ௜ሽሻ௠

௜ୀଵ∪ ራ Zeroሺℙ ∪ ࣛ ∪ ሼ ௜ܵሽሻ௠
௜ୀଵ  

 
Proof. This is a direct consequence of Lemma 14.  

Now we have the zero decomposition theorem as follow. 
Theorem 16. Let ℙ be a finite set of DD-polynomials in ॶሼݕଵ, ⋯ ,  ௡ሽ. Then the algorithm ZDT computes sequenceݕ
of coherent Wu characteristic sets ࣛଵ, ⋯ , ࣛ௞, such that Zeroሺℙሻ ൌ ራ Zeroሺࣛ௜/ܪ௜ሻ௞

௜ୀଵ . 
where ܪ௜ is a product of the initials and separants of ࣛ௜. 
Algorithm 3 –ZDT(ℙ) 
Input: A finite set ℙ of reflexive DD-polynomials. 
Output: ܹ ൌ ሼࣛଵ, ⋯ , ࣛ௞ሽ ,such that ࣛ௜  is a coherent 
chain and Zeroሺℙሻ ൌ ራ Zeroሺࣛ௜/ܪ௜ሻ௞

௜ୀଵ . 
Let ी ≔ ሺℙሻ, ीܵܥ ≔ ,ଵܤ ⋯ ,  .௣ܤ
If ी ൌ 1 then return ሼሽ. 
Else 

Let Թ ≔ ሼ݉݁ݎ݌ݎሺ݂, ीሻ ് 0|݂ ∈ ሺℙ\ीሻ ∪ ∆ሺीሻሽ. 
If Թ ൌ ∅  then ܹ ൌ ሼीሽ ∪ ሺℙ܂۲܈ ∪ ी ∪ ሼܫ௜ሽሻ ሺℙ܂۲܈∪ ∪ ी ∪ ሼ ௜ܵሽሻ 
Else ܹ: ൌ ሺℙ܂۲܈ ∪ Թሻ. 

 ሺℙሻ returns the characteristic set of ℙ. It is easy toܵܥ /*/
find ܵܥሺℙሻ since ℙ is finite. 
Proof. If Թ ൌ ∅, then ी is a coherent Wu characteristic set 
of ℙ. BY Lemma 5.2, we have Zeroሺℙሻ ൌ Zeroሺी/ܪሻ ∪⋃ Zeroሺℙ ∪ ी ∪ ሼܫ௜ሽሻ௠௜ୀଵ ∪ ⋃ Zeroሺℙ ∪ ࣛ ∪ ሼ ௜ܵሽሻ௠௜ୀଵ . If Թ ് ∅, we have Zeroሺℙሻ ൌ Zeroሺℙ ∪ Թሻ by the Lemma 
14. By Lemma 10 and Lemma 11, the algorithm terminates 
after finite steps. 

Example 17. Let ܣଵ ൌ ଵ,ିଶ,ଵݕ ൅ ଴,଴,଴ݕ ଶܣ , ൌ ଶ,଴,ଶݕ ଷܣ , ൌ ଶ,ଵ,ଵଶݕ ൅ ଵ,ିଶ,଴ݕ , ℙ ൌ ሼܣଵ, ,ଶܣ ଷሽܣ . The generalized 
term order is ൑௟ . The difference operator δ  satisfys δ൫݂ሺݔሻ൯ ൌ ݂ሺݔ ൅ 1ሻ  for any ݂ ∈ ॶ . We have ∂δ ൌ߲ߜ,∂σ ൌ  .߲ߪ

First we have ी ൌ ሺℙሻܵܥ ൌ ሼܣଵ, ,ଶܣ ସܣ ,ଷሽܣ ൌ ∆ሺीሻ ൌ∆ሺܣଶ, ଷሻܣ ൌ ,ଷܣሺ߲݉݁ݎ݌ܽ ଶሻܣߜ ൌ ଵ,ିଶ,ଵݕ , then ݉݁ݎ݌ݎሺܣସ, ीሻ ൌ െݕ଴,଴,଴ . Let ܣହ ൌ െݕ଴,଴,଴ , ℙଵ ൌ ℙ ∪ሼܣହሽ, then we have ܹ ൌ  .ሺℙଵሻ܂۲܈
We have ीଵ ൌ ሺℙଵሻܵܥ ൌ ሼܣହ, ,ଶܣ ଷሽܣ , ∆ሺीଵሻ ൌܣସ,݉݁ݎ݌ݎሺܣସ, ीଵሻ ൌ ,ଵܣሺ݉݁ݎ݌ݎ ीଵሻ ൌ ସ.Let ℙଶܣ ൌ ℙଵ ∪ሼܣସሽ, then ܹ ൌ  .ሺℙଶሻ܂۲܈
The algorithm goes on. We have ीଶ ൌ ሺℙଶሻܵܥ ൌሼܣହ, ,ସܣ ,ଶܣ ଷሽܣ .Then Թ ൌ ∅ ， ଺ܣ ൌ ஺ܵయ ൌ ଶ,ଵ,ଵݕ2 .Let ℙଷ ൌ ℙଶ ∪ ሼܣ଺ሽ.We have ܹ ൌ ሼीଶሽ ∪  .ሺℙଷሻ܂۲܈
And similarly, ܂۲܈ሺℙଷሻ returns ሼܣହ, ,଻ܣ ,ଶܣ ଻ܣ ଺ሽ,whereܣ ൌ  .ଵ,ିଶ,଴ݕ2
Finally we have ܹ ൌ ሼܣହ, ,ସܣ ,ଶܣ ଷሽܣ ∪ ሼܣହ, ,଻ܣ ,ଶܣ  .଺ሽܣ
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