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A characteristic set method for reflexive differential-differ ence polynomial systems

Gan Zhiwang

School of Mathematics and System Science
Beihang University
Beijing,China
ganzw@smss.buaa.edu.cn

Abstract—In this paper, a zero decomposition algorithm based
on characteristic set methods are developed in reflexive
difference and differential polynomial systems. The
“generalized term order” is used to deal with negative
exponents of difference operators in DD-polynomials and the
reduction of two DD-polynomials is discussed. We introduce
the concept of characteristic set in reflexive DD-polynomial
systems and propose a algorithm which can be used to
decompose the zero set of a finitely generated reflexive
DD-polynomial set into the union of zero sets of coherent
chains.
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l. INTRODUCTION

Characteristic set method is an efficient method in
studying polynomial systems or algebraic differential
equations. The method is widely used in solving eguations,
solving the radical ideal membership problem, proving
theorems in geometries, computer aided design, robotics,
engineering and other fidlds, se€[1,2,3,10,12,16].

The characteristic set method was generaized to the
mixed difference and differential polynomial (simply called
DD-polynomial) systems by Gao[17,1819]. But a
characteristic set method for reflexive DD-polynomial
systems(DD-polynomial  systems with inverse difference
operators) remains an interesting question. One of the
problems in reflexive DD-polynomial systems is to find a
proper term order that can help to definite the reduction of
DD-plolynomials. Zhou and Franz generalized the concept of
term order to deal with negative exponents of terms in
difference-differential moduleg[5].

In this paper, a part of the results based on Wu's
characteristic set methods are extended to the reflexive
difference and differential case. The “generalized term order”
established by Zhou and Franz[5] is used to ordering terms
of DD-polynomials. The problem with negative exponents of
difference operators was solved by decompose ZV into
orthants. We introduce the concept of characteristic sets in
reflexive DD-polynomial systems and propose a agorithms
which can be used to decompose the zero set of a finitely
generated reflexive DD-polynomial set into the union of zero
sets of coherent chains based on Wu's method[11,12,13,14].
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Il.  PRELIMINARIES

Let Q(x) be the field of rational functions with an
indeterminate x , and assume that K2 Q(x) is a
computable field. d is a differential operator defined on K
with 0 'K - K

a(f +g) =0(f) +d(9)
ifg=0(f)-g+a(g@-f
for vVf,g € K. And difference operators § and o defined
on K areisomorphic mappings satisfying o = § 1.

In this paper, we assume the existence of a non-zero
eement h € K, such that the operator § and d , ¢ and
d commute according to the following rule:

06 =h-60,
do=h"1-0.

Itiseasy to check that for anon-zero integer s, we have

06° = hy6°0,

S—— S
hs = 1,4 8L(hI).
We denote
0 = {690%|d € Z,s € N},
n= {5111651 5‘1:63:}_
Let Y={y,,»m} be a finite number of
indeterminates (y; may be considered as functions of x).Let
QY = {wyilw € 2,y; €Y},
OY = {5§905y;|d € Z,s € N, y; € Y}.
And for convenience, we denote
§40%,; = Vid,s
We denote
R = K{Y} = K[QY]

R is called the reflexive DD-ring of DD-polynomials
over K in Y (In this paper, “DD” aways means “reflexive
difference-differential”).

The following two
DD-polynomial system case.

Lemma 1[18] K[2] = K[@],and O is a basis of the K
-vector space K[2]].

Lemma 2[18] K{Y}=K[OY] , and OY is a
transcendence basis of the K-vector space K{Y} over K.

Let < beatota ordering on @Y. For a DD-polynomial
set P € K[OY], we define Vp to be the set of al elements
of @Y occurring in P. We define the leader of P to be the
maximal element of Vp under < and denote it by vp or
v(P).If P ={P},let vp = vp.

A generdlized term order is atotal ordering < satisfying
the following conditions:

lemmas hold in reflexive
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v(8y) < v(60y),v0y € {§%0y;|d,s EN,y; EY};
v(8y) < v(06y),v0y € {c%0y;|d,s EN,y; EY};

Aq:
! v(0y) < v(00y),VOy € OY;
v(60y) < v(660'y"),vOy <8'y’,
G‘y' € {6dasyl'|d:5 € N!yi € Y}I
Ao v(a0y) < v(ab'y’),VOy < 6'y’,
2-

0'y' € {c%9°y;|d,s EN,y; €Y};
v(06y) < v(08'y"),voy <0'y’

Generalized term orders exist: one example is the

ordering <; defined by:

5‘110-5161’1};61 Sl 50520-32672yc2

© (c1, a1, B1, V1) Stex (2, a2, B2, 72),
where <., stands for the lexicographica ordering and
a;p1 = 0,a,8, = 0.

The concept of generalized term order was established by
Zhou and Franz in 2008.It is a weak admissible ordering
which could deal with terms with negative exponents. In this
paper, we aways assume that the ordering < is a
generaized term order. We will also assumethat y, <y, <
-+ <y, , which can aways be made to hold after a
permutation of indexes.

Let N be set of non-negative integers and E be the set
of non-positive integers. The subset N and E with
Z=NUE and NNE={0} is caled a orthant
decomposition of Z. N and E are caled the orthant of Z.
If §%19%1y. < §%20972y,, where < is a generalized order
and a,,a, € Z, and B is an integer in the same orthant of
Z with a,, then we have §¥*Fgriy, < §%+Bgrzy_
Without loss of generality, we aways assume that
generalized term order is based on the orthant decomposition
Z =NUE.

We denote (OY)" to be the set of elements raised to
strictly positive power in @Y.And we denote the extended
variables in (OY)* by v*. The ordering < on variables
can be extended by v¢ < (v')¢, if and only if either
v<v ,orv=7v and d < e. The extended leader of a
non-ground DD-polynomial P is denoted by v; =
ve&P¥P) For DD-polynomias P and Q, we will write
P < Q if vy <v;. Wewrite P~Q if vy = ;.

Lemma 3[5] Any descending sequence P; > P, > P; >
-isfinitewith P; € K[OY].

IIl.  PSEUDO-REMAINDERS OF DD-POLYNOMIALS

Let Y, = {yy,"",y.3-And P is a DD-polynomia in
K[OY], we define the class of P to be the smallest
¢ =cls(P) such that P € K[OY.].We set cls(P) =0
if P e K. Let the leader of P to be 0y, =y .45, We
define ords(P,y.) = ords(0) = d.

For a DD-ploynomiad P with cls(P) >0 and
Y, = Yeas, P Can be written into the following canonical
representation:

P = Ptyc,d,st + Pt—lyc,d,st_1 + -+ Py,
where vp, <vp(i =0,-+,t).Wecal I, =P, theinitia of

P. And ldeg(P) =t is caled the leading degree of P.
Applying 6,0 and @ to P,wehave
Lemma 4.
oP = 6(Pt)yc,d+1,st + S(Pt—l)yc,d+1,st_l + -+ 6(Py)
5_1P = S_I(Pt)yc,d—l,st + 6_1(Pt—1)yc,d—1,st_1 +
+671(Py)
oP = Spyc,d,s+1 +R
where

Sp = l_[ 6"(hﬁ) op
F i=0 aYC,d,s
is caled the separant of P, R is a DD-polynomia with
lower leading variable than y. g 541.

Let P e R\K and vp =y 45, then we say that Q is
reduced w.rt. P if and only if:

(1) yca+ks+ does not occur in Q for kand d in

the same orthant, [ > 0;

(2) dEg(Q' yc,d+k,s) < deg(P' yc,d,s) for kand d in

the same orthant.

If P € K\{0}, then O isthe only DD-polynomial which
isreduced w.r.t. P.
Let 6 = %97 ,8' = 6% 9F" We define a partiad ordering
< on @ by
<P eoppandd<a<sa’'or0=a=a
For 6 < ©’, wedefine
9'/6 = §¥~%9F~F

The partial ordering < on © can be extended on
extended variables by v* = (0y,)% < (8'y,)¢ = (v')", if
and only if 6 <6’ and either d < e,or 8'/6 is not a pure
difference operator.

Let P,Q € R betwo DD-polynomiaswith P = 0.Then
the algorithm rprem returns the pseudo-remainder of Q
w.rt. P. It is easily checked that rprem(Q, P) is reduced
w.r.t. P. Otherwise, the algorithm wouldn’t terminate.

Algorithm 1-rprem(Q, P)

Input: Two DD-polynomials P and Q with P # 0.
Output: The pseudo remainder of Q w.r.t P.
If P €K, thenreturnO.
Set R = Q.
While 3w* € V3, vp < w* do
Choose the highest w* under <.
Set R = aprem(R, (w/vp)P).
Return R
[*/We denote aprem(R, Q) to bethealgebraic
pseudo-remainder of P w.r.t Q invariable v,.

For polynomials P and Q, it's easy to check that if
vp < Vg, then P isreduced w.rt. Q.

IV. CHARACTERISTIC SETS OF DD-POLYNOMIAL SYSTEMS

A. Auto-reduced sets

A is a subset in K{Y}\K. If for each Pe A, P is
reduced w.r.t. each polynomia in A\{P},then A iscalled
a auto-reduced set. An auto-reduced set A = {44,--+,4,}
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with v, < -+ <w, iscaledanascending chainor simply

achain.

Let y; 45 to be the leading variable of a polynomial in

A, we defineits DD-index to be (d, s).

Let A be a chain. We denote IND; the set of indices

for the polynomialsin A4 with afixed class i.

We first recall two properties of auto-reduced sets in
non-reflexive DD-polynomial case.

Proposition 5.(Gao et al.,2009) Let A be a chain. If we

arrange  IND; = {(ay,by),, (as, bs)} such that

a; < a, < - < a;.Thenwe have

® g, <a,<-<agand b, =b,=:2=bs.

[ ] If b] = b]’+1 ,then d(aj, b]) < d(a]’+1,bj+1) ,Where
d(a;, bj) is the leading degree of the polynomial
withindex (aj, by).

Lemma 6. (Gao et al.,2009) Any auto-reduced set isfinite.

Let A be a chainWe divide A into two parts by

positive and negative exponent of & in the leader of A;,

A=AsUA;. For VP € Az, we have ords(P,vp) =

0.As is a chain in non-reflexive DD-polynomial case,

where al the term y.,; occur in As with d <0 are
treated as parameters. And similarly, A, is aso achain in
non-reflexive DD-polynomial case.

Proposition 7. Let A beachain.

IND; = {(aplﬂ bpl)' ) (aps' bps)' (anlf bnl)f ' (anrf bnr)} )

where 0 < a, <--<a,,0=a, = =a,. Then we

have

® 0<ay <-—<a , 0>a, >>a, , and
by, =+ = by >0, by, = = by >0.

® |If bp]_ = bP;+1’ then d(ap]_, bpf) > d(al’m'bl’m)'

® |If bnj = bnj+1, then d(anj,bnj) > d(an1.+1,bnj+1).

Proof. Let A=AsUA;. As and A, is chans in

non-reflexive DD-polynomial case, then the proposition is

true according to Proposition 5.

Example 8 Set the ordering to be <,;.The following set

forms a chain.

A= {A1’A2’A3'A4}

Ay = )’12,—1,4

Ay =y1,-31FV1,-22

A3 =23+ Y111

Ay = Y143t Y1,-21
From the DD-indices for A4 showsin Figurel, we can easy
verify proposition 7.

D
L/

Fan
AN
D
g

C

J

Figure 1. Theindices of chain A from Example 8
Lemma 9. Any auto-reduced set isfinite.
Proof. Let A be achain. Let A =AgsUA,. Since Ags
and A, arefinite according to Lemma6, A isfinite.

Let A ={A4,,-,4,} and B ={By,---,B,} be chains.
We consider the partial ordering < on chains. We A < B
if there exists a j with A;~B; for 1 <i <j and either
A;j<B; or j=n+1<m. The ordering < is cdled a
ranking.

Lemma 10. Any descending chain A, > A, > Az > --is
finite.

Proof. Assume that the lemma is not ture. Then the first
elements of the chains Ay,A,,...satisfy Ay 1 > Ayq > .
By Lemma 3, there exists an index j; with A;;~A; ; for
Vi>j;. Similarly, there exists an index j, > j; with
Ajr~A;,, for Vi = j,. By induction, we get a sequence
j]_ <]2 < W|th CAi,k~CAjk,k fOI’ Vl ij But then
{Aj, 1, Aj, 2} is an infinite auto-reduced set, which
contradicts Lemma 9.

Let P be a set of DD-polynomials and consider the set
of chains of DD-polynomials in P. By Lemma 10, there
exists at least one chain with lowest rank among all chains.
And the least chainis called a characteristic set of P.

A DD-polynomial is said to be reduced w.r.t. a chain if
it is reduced to every DD-polynomial in the chain.

Lemma 11. If A is a characteristic set of P and A’ a
characteristic set of P U {P} for a DD-polynomia P, then
we have A = A'. Moreover, if P is reduced w.rt. A,
then A > A'.

Proof. The first statement is obviously true, since the
characteristic set of P is in P U {P}. As to the second
statement, assume A = {Ay,-, 4}, If vp >v, , then
chan Ay, -, Ay, P is of rank lower than A. If v, <
Vp S Uy, S Vg, thenchain A,,---,Ay_4, P isof rank lower
than A.Hence A > A'.

Lemma 12. A chain A is a characteristic set of P if and
only if P does not contain a non-zero DD-polynomial
whichisreduced w.rt. A.

Proof. By Lemma 11, we just need to prove the
sufficiency. Assume 8B = {B,, -, B} is the characteristic
set of P, while A isnot. Wehave B < A. If thereexists a
k < min{s, p} with B, < 4, then B, isreduced w.rt. A
by the definition of auto-reduced chain. Otherwise s > p
and B, isreduced w.rt. A. Both of the cases contradict
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the hypothesis and show that A is the characteristic set of
P.

B. Extension of chains

In the process of computing the pseudo-remainder of Q
w.r.t P, we need to lift the difference and differential orders
of P by considering 6P for certain 6 € @. Similarly, in
order to compute the pseudo-remainder of a DD-polynomial
w.r.t. achain, we also need to select a DD-polynomial in the
chain and to lift its orders. But the selection of the
DD-polynomial is not unique. Different choice might lead to
different result. In order to give a proper definition for
pseudo-remainders, Gao Xiaoshan[18] introduced the
concept of extension for chains, which could be extended to
the reflexive DD-polynomial case.

Let A beachain.We denote
My ={yeas|FA€ A va=yca 58 2
s,d'and ordg are in the same orthant }. SO M4 is the
the set of al possible lifted variables by the leader in A.
For a DD-polynomial set IP, let dp,; bethelargest d such
that y.,s occurs in P, dg, be the smallest d such that
Yeas occursin P, and sp bethelargest s suchthat y, 4
occursin P. And

Vp = {yc,s,t € M4|3P € P,a, b: deg(P,yC,a,b) >01<c
<nt<bh0<s<aor0=s>a}

]L]P = {yc,s,t|E|P € P: Vp = YC,s,t}

So Lp is the set of leading variables of P and Vp

implicitly dependson A.

For achain A and a set of DD-polynomials P, we say
that Ap is an extension of A w.rt. P if it satisfies the
following properties:

e Forany P€E Ap, there exit a 6 €0 and an A€ A
such that P=6A. So Ap is the sat of lifted
polynomials.

e Ap is an agebraic triangular set under the ordering <
whenall y.,,, areconsidered asindependent variables.

o Lyp = Vpugp-

e A DD-polynomia P is reduced w.rt A if and only if
P is dgebraic reduced w.rt Ap when al y.,,, are
considered as independent variables.

Given a DD-polynomial set P, the algorithm Extension
shows how to compute an extension of A w.r.t. P, which
is satisfying the above properties. The agorithm is similar
but different from[18].We will give an example of Ap.
Example 13. Let A be the chain in Example 9, and
P =y55+¥1,-23 Wehave

Ap = {A1,00%A,,004,,04,,0%4A,,04,,
Ay, 0%A,,034,,0%4,,04,,
Ag,80%A5,8045,645,0%45,04,,

Ay, 80%A,,804,,64,,0%A,,04,}

The DD-indices for the DD-polynomias in A, are
given in Figure 2,where a solid dot represents the index of a
newly added DD-polynomial.

ran
1/

A

7
[
T

Vs
\.

L

Figure 2. The DD-indicesfor Ap in Example 13.

Algorithm 2-Extension(A, IP)

Input: A chain A andaset P of DD-polynomials.

Output: Theextension Ap of A w.rt. P.

0. Let L=Ly,Q=AUP,H= {yC,d&l,S%’ Yeds,s6 € =
1,-+,n},V = Vy\Land Ap=A.

S1. If there existw,c and n with wy, € V,ny. € L and
N < w, then choose w and c¢ such that wy. is largest
for <.If therearenosuch w,n and c, thenreturn Ap

S2. If for @l the By, € L satisfying 6 < w, w/0 is a

difference operator. Let n be the largest one of those
0 under <, goto 4.

S3. If there exist a 6y, € L, w/n is not a difference
operator. Let 1 be the one with largest in |ords|.Go to
A

SALet Aj€A such tha vy =ny.. Let Q= (w/
MA;, Ap = Ap U{Q},V =V U (Vy\Ly,,). Delete wy,
from V and go to S1. Since al the variablesin Vq\L g,
arelessthan wye,, this process will terminate.

For a DD-polynomia P.The pseudo-remainder of a
polynomial P w.rt. a chain A is defined to be the
algebraic pseudo-remainder of P w.rt. the algebraic
triangular set Ap:

rprem(P, A) = aprem(P, Ap).

Lemma 14. Let R = rprem(P,A). Then R is reduced
w.rt. A and there exists an H € H, such that vy < v,
and

HQ = R mod [A],

HQ = R mod (c/lQ).
Where [A] stands for the differential-difference ided
generated by A and (A,) isthe algebraic ideal generated
by A,.

V. COHERENT CHAINS AND ZERO DECOMPOSITION
ALGORITHM

Consider two DD-polynomias A; , A, e R\K . If
ords(v(Ay))ords(v(4;)) <0 or cls(4,) # cls(4,), then
we define A(4;,4,) =0 . Else, let v(4,) =0y, ,
v(4,) = 60,y,, and 6 € @ be the smallest under < such
that 6, <6, 0, <6. Ordering A; and A, such that
deg((6/61)A,) = deg((0/6,)4,) , we define the
A — polynomial of A; and A, tobe

A(Ay, A;) = apremy,, ((6/61)A4, (0/62)A2).
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Given a chain A = {4;,--,A,}, we denote by A(A)
the set of non-zero A -polynomias A(4;4;) for all
Aj,Aj€A . A chan is sad to be coherent if
rprem(P,A) = 0 foral P € A(A).

A chain A is cdled a Wu characteristic set of a
DD-polynomial set P if A< P and rprem(P,A) =0
foral P e P.

Let P c K{Y} be a finite system of DD-polynomials
and let K be a DD-superfield of K. A zero of P in K is
a tuple 9,,--,9, € K® with P(§;,-+,9,) =0 for al P
in P. We use Zero(IP) to denote the set of all zeros of P.
Let D be apolynomial. We use Zero(IP/D) to denote the
set of zerosof P which do not annul D.

Lemma 15. Let P be afinite set of DD-polynomials, A =
{Ay, -, A} is @ Wu characteridtic set of P. [; = 1,,,S; =
SAi,and H= H:Zl Il'S,:. Then

Zero(IP) = Zero(A/H) U U Zero(P U A U{L;})

i=1

u U Zero(P U A U {S;})

=1

Proof. Thisisadirect consequence of Lemma 14.

Now we have the zero decomposition theorem as follow.
Theorem 16. Let P be a finite set of DD-polynomials in
K{y,, -, ¥»}. Then the algorithm ZDT computes sequence
of coherent Wu characteristic sets A4, -+-, Ay, such that

k
Zero(PP) = U Zero(A;/H;).
i=1
where H; isaproduct of theinitials and separants of A;.

Algorithm 3—ZDT(IP)

Input: A finite set P of reflexive DD-polynomials.
Output: W ={A,,,A,},such that A; is a coherent
chain and

k
Zero(P) = Zero(A;/H;).
U

Let B := CS(P), B := By, "+, By.
If B=1 thenreturn {}.
Else

Let R := {rprem(f,B) = 0|f € (P\B) UA(B)}.

If R=0 then W={B}UZDT(PUBU{[}HU
ZIDT(PUBU{S)

Else W:= ZDT(P U R).
/*/ CS(P) returns the characteristic set of P. It is easy to
find CS(PP) since P isfinite.

Proof. If R = @, then B isacoherent Wu characteristic set
of P. BY Lemma 5.2, we have Zero(P) = Zero(8B/H) U
U, Zero(PUBU{})UUL, ZeroPUAULSY . If
R # @, we have Zero(P) = Zero(P U R) by the Lemma
14. By Lemma 10 and Lemma 11, the algorithm terminates
after finite steps.

Example 17. Let Ay =y1 21+ Y000 » A2 =Y202 >
A3 =y5,1+y1-20, P={A41,4,A3}. The generalized
term order is <;. The difference operator & satisfys
8(f(x)) =f(x+1) for any feEK. We have 98 =
60,00 = 00.

First we have 8 = CS(P) = {4,,4,,43}, 4, = A(B) =
A(Ay, As) = aprem(043,84,) = Y121 , then
rprem(Ay, B) = —Yo00 - L& As=—yo00, Py =PU
{45}, thenwehave W = ZDT(P,).

We have B; =CS(P,) ={4s, 4,45} , AB) =
Ay rprem(A,, B,) = rprem(A,B,) = A,.Let P, =P, U
{A,}, then W = ZDT(P,).

The algorithm goes on. We have 8B, = CS(P,) =
{As, Ay Ay, A3} Then R=0 , Ag=S,, =2y,,, Let
P; = P, U {44} Wehave W = {8,} U ZDT(P5).

And similarly, ZDT(IP3) returns {45, A, A,, Ag},where
A; =2y1 0.

Finally we have W = {Ag, A4, A,, A3} U {Ag, A5, Ay, Ag)
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