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Abstract—Medical image registration is very important in 
many areas and some methods for image registration have 
been proposed in these decades. However, it is still a serious 
challenging to estimate the results of medical image 
registration, because there have been not a golden estimation 
criterion presented till now. This paper first argues the main 
content of medical image registration, and then gives a study 
on existing evaluation methods for medical image registration, 
including the advantages and shortcomings of each estimation 
method. At last, it discusses some existing challenges in this 
area. 
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I.  INTRODUCTION  

Medical image registration is extremely important in the 
medical field [1, 2]. For example, it is important to help 
doctors with diagnosis, combining information from 
multiple imaging modalities into a single image. In addition, 
it is helpful to study disease progression, monitoring 
changes in size, shape, position or image intensity over time. 
What’s more important, medical image registration can help 
a surgeon with image guided surgery or radiotherapy by 
relating pre-operative images and surgical plans to physical 
reality of the patient. 

The image registration [3] is a kind of method described 
as an optimization process minimizing the difference 
between the base image and the input image. The base 
image is the image against which you compare the image to 
be registered and the input image refers the image that you 
wish to register. In the past several decades, many methods 
for medical image registration have been proposed. The key 
problem of medical image registration is to find the 
transformation function. 

The paper first introduce the current methods for medical 
image registration, and in the part 3, the results of different 
algorithms are estimated depending on different evaluation 
criterion. The part 4 pays more attention on the parameters 
for estimation. The conclusion is given out in the last part. 

II. METHODS FOR MEDICAL IMAGE REGISTRATION  

In the past several decades [4, 5, 6], many methods for 
medical image registration have been proposed, falling into 
three main categories: the point-based algorithms, surface-
based algorithms, volume-based algorithms and information 
theory-based algorithms. In general, point-based registration 
algorithms may result in inaccuracies and inconsistencies of 
image registration because of the low resolution along the 
longitudinal axis, the small number of corresponding 
markers, and inaccuracies in their placement or 
identification. Surface-based registration algorithms depend 
on a reliable and accurate surface segmentation, which is 
difficult to achieve in an easy and real-time way. However, 
volume-based registration algorithms involve the 
optimization of some similarity measures calculated directly 
from the voxel values [7]. Information theory based image 
registration is considered as to maximize the amount of 
shared information in two images, reducing the amount of 
information in the combined image. 

III. THE ESTIMATION BY REGISTRATION RESULT  

The earliest estimation methods such as Stochastic and 
Deterministic Sign Change Criteria were proposed by Early, 
E. Walter [8]. The nonparametric approach was demonstrate 
-ed to outperform the conventional image registration criteria 
for robust registration. Since then, many new approaches are 
proposed while some new methods on estimating the results 
of matching come out.  

The therapists [9] give estimation methods to evaluate 
the results of medical image registration, called the 
subjecttive methods. Both original and matched medical 
images are presented separately to several therapists. It is 
testified that the discrimination could achieve to one pixel 
by eye-estimating [10]. The grades of results are divided 
four levels, good, accepted, not accepted and bad. The first 
level is good enough and the error is less than one pixel 
distance. The second level can be accepted but, the error is 
bigger than one pixel. The third level is not good enough to 
accept and the worst level is bad. The error is bigger than 
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three pixels. In contrast, the objective method is easy to 
operate, but the standard is objective and can not be 
quantified. 

Mutual information (MI) [11, 12] is currently a popular 
registration statistics method to scale the similarities 
between two image sets and for convenience of calculation 
and analysis. From the abundant literature, it is clear that MI 
lives up to its reputation of being a general applicable 
measure and it can be used without any preprocessing, user 
initialization or parameter tuning. However, from the 
conclusions of certain comparison studies and from the 
interest in adaptations of the measure, it can be inferred that 
MI may not be a universal effective measure for all 
registration situations. An obvious drawback of mutual 
information is that the dependence of the gray values of 
neighbor pixels is ignored. Such situations arise when the 
images are of low resolution, when the overlapping part of 
the images is too small or as a result of interpolation 
methods. A possible solution to failure of MI can be reduced 
to spatial information, something that is not contained in the 
measure. On the other hand, when mono modality 
registration using MI, failures or poor results is often found 
in that there are many local maxima in MI measure function, 
which cause problems with optimizer and lead to 
misregistration. 

Estimation by models [13] is an indirect estimating 
method. Timothy simulated head by a cylinder full of water, 
with imaginable marks on proper position. Ge made the 
nails in skull as identifiers in CT/MRI/PET, and estimated 
the veracity of algorithm by the distance of markers in the 
images after matching. Evans [14] simulated PET images by 
MRI images, and tested the registration results after 
processing images by rotation, moving, resizing, and adding 
noises. Visible Human CT is usually used as reference 
image because of its high definition, clear configuration and 
clear information of location. The distance between the 
marking points in the matched image can be shown 
accurately, and such estimation can be quantified. However, 
the estimation is still far from the real case, especially when 
simulating a non-rigid object. 

 The results indicate that the Demons registration 
algorithm [15] produces the best registration results with 
respect to the relative overlap statistic; however, it produces 
nearly the worst registration results with respect to the 
inverse consistency statistic. This interesting fact illustrates 
the need to use multiple evaluation statistics to assess the 
algorithm performance comprehensively. 

IV. THE PARAMETERS FOR ESTIMATION  

Some parameters are of great importance for estimation 
for medical image registration, including quantity of 
calculation, error parameter and the degree of matching. 

Quantity of calculation refers to the time cost and 
memory cost. The final purpose of algorithm research is to 
find a swift and effective method for medical application. 
Thus, the cost of the algorithms including time cost and the 
memory cost is a significant parameter for estimation. In 
paper [16], the time cost is given out when analyzing the 
effectiveness of the algorithm. At the same time, the paper 

also gives out the clinical estimation to prove the 
practicality of the algorithm. 

The error includes the angle error and the moving error, 
while the formation of error contains mean error, maximum 
error, variance, and error median. In paper [17], mean error, 
maximum error and variance of moving error of X and Y 
label and angle error are used. Error parameter is calculated 
by: 

2 2[ ( , ) ( , )]i i i i i
i i

E A x y B x y e= − =   

( , )i iA x y is the test image, while ( , )i iB x y is the reference 
image. 

Every feature point in test image has several desired 
points to be matched with in reference image [18]. Also 
every feature point in reference image has several desired 
points to be matched with in test image. Select one of the 
desired points with maximum correlation index. The degree 
of matching is calculated by the formula below. 

1 1 2 2

1 2 1 2 1 2 1 2 1 2
( ) ( )

( , ) max[ ( , , , )] max[ ( , , , )]
Y N X Y N X

Strength X X Similarity X X Y Y Similarity X X Y Y
∈ ∈

= +      

In paper [19], the curves about the matching parameters 
were firstly given out to estimating and comparing the two 
algorithms. The sharper the curve is, the easier to find out 
the optimal matching. Secondly, an experiment testing the 
affection of grey levels was given by calculating the 
matching parameters under the condition of both full grey 
levels and reduced grey levels. The affection is quantified 
by the mean error between those under the two conditions 
above. Thirdly, the character of anti-noise of the algorithm 
is estimated by adding white Gauss noise with zero mean 
and variances of 0.01, 0.05, 0.1 and 0.2 into five groups of 
image. Then draw out a table of the errors of matching 
parameters under the four conditions to reflect the anti-noise 
character of the algorithm. This character is finally 
estimated by the maximum of error, after calculating the 
mean of five groups under different conditions. At last, the 
objective estimation method is also used. 

V. CONCLUSION  

Medical image registration is extremely important in the 
medical field. Current algorithms for medical image 
registration include four categories: the point-based 
algorithms, surface-based algorithms, volume-based 
algorithms and information theory-based algorithms. 
However, how to estimate the results of medical image 
registration is a challenging, because there is not a golden 
criterion presented. The paper analyzes several current 
evaluation methods for medical image registration 
algorithms. At present, there are still several problems 
existing on estimating methods [20]. 

A large number of parameters or algorithm design 
choices, both subtle and obvious, are selected by relying 
upon experience and good engineering principles, but 
without direct evaluation. 

The different estimating methods used now are effective 
to some extent, especially when comparing two algorithms 
of matching. Researchers have not found an excellent 
method or a standard process to analyze the matching 
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algorithms. Parameters and methods have their limitedness 
and shortcomings.  

It is ineluctable to compare one algorithm with another, 
as more and more new algorithms of medical image 
matching are proposed. In order to find an ideal algorithm 
for clinical use, estimation should be paid more and more 
attention. There is still a long way to find out the "golden 
standard", which is also our next step. 
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