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Abstract—Traffic sign recognition is a challenging computer 
vision problem for its high requirement of reliability and 
efficiency. In this paper, we propose a prohibitory traffic sign 
detection method. The method first extracts a red bitmap from 
the input image and then detects circles in the red bitmap. To 
detect circles more efficiently, a new circle detection method is 
proposed which is of high accuracy, low computational 
complexity and low memory consumption. Experimental 
results indicate that the proposed method can robustly detect 
prohibitory signs in all kinds of adverse situations including 
bad lighting condition, similar background color, multiple 
signs clustering, and partial occlusion. In addition, the method 
is efficient enough for real-time applications. 

Keywords-traffic sign recognition; circle detection; object 
detection; real-time 

I.  INTRODUCTION 

Traffic sign recognition is an important function for 
driver assistant systems. Although many efforts have been 
made to this field, there is still not a satisfactory traffic sign 
recognition method. The major difficulties include bad 
lighting condition, similar background color, multiple signs 
clustering, and partial occlusion, as shown in Fig. 1. 

A traffic sign recognition method usually consists of two 
steps: detection and classification. The former step finds out 
all the regions containing traffic signs, and the latter step 
determines the classes of the signs. Methods for 
classification have shown great success in recent researches 
[1], but detection methods are still not satisfactory in 
complex traffic scenes. Therefore, we focus on traffic sign 
detection method in this paper. 

One important characteristic for traffic signs is the bright 
and fixed color. Many traffic sign detection methods 
segment the input images with the color of traffic signs to 
reduce the searching region. As colors change significantly 
under different lighting conditions, it is important for color 
segmentation methods to be invariant to lighting condition. 
Some researchers [2-4] use the hue-saturation-intensity (HSI) 
color space, which is based on human color perception, and 
achieve good robustness to lighting condition. However, the 
accuracy of these methods suffers from the cases of similar 
background color and multiple signs clustering, which make 
the signs hard to be segmented with color. 

 

   
(a)                             (b) 

   
(c)                             (d) 

Figure 1.  Difficulties for traffic sign recognition. (a) bad lighting 
condition (b) similar background color (c) multiple signs clustering (d) 

partial occlusion 

Another major characteristic of traffic signs is the regular 
shape. Hough transform is a commonly used method in 
detecting regular shapes such as circle and triangle. Some 
researches use Hough transform [5, 6] to detect circles in an 
extracted edge bitmap, but the memory consumption of the 
methods is huge for large images. Some other researchers [7, 
8] adopt genetic algorithm to detect circles and achieve high 
robustness to rotation and scale. However, these methods are 
too slow for practical use. 

In this paper, we propose a new prohibitory traffic sign 
detection method by utilizing both the color and shape 
characteristics. As all the prohibitory traffic signs are circular 
and have red rims, we extract red pixels with a HSV 
thresholding method, which significantly reduces the 
searching area. To detect circles in the red edge bitmap, we 
propose a new circle detection method which is fast and 
robust to noise and partial occlusion, while the memory 
consumption is much smaller than Hough transform. We test 
the method with images from real traffic scenes and prove 
that the proposed traffic sign detection method is robust to 
different lighting condition, similar background color, 
multiple signs clustering, and partial occlusion. 
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II. THE TRAFFIC SIGN DETECTION METHOD 

The proposed method consists of four steps, as shown in 
Fig. 2. First, all red pixels are extracted from the input image 
with a HSV thresholding method, and then an edge detector 
is employed to extract an edge bitmap from the red bitmap. 
Next, circles in the edge bitmap are detected followed by an 
extra verification step. Regions pass the verification are 
finally output as region of interests. Details of each step are 
described in the following sections. 

 

 
Figure 2.  Flow diagram of the proposed method 

A. Red bitmap extraction 

As described in the previous section, the HSI color space 
is based on human color perception, thus color information 
can be easily extracted from the hue and saturation 
components without interfered by lighting condition. 
However, the input images are represented with 
red-green-blue (RGB) color space in most cases, and the 
computational complexity is relatively high to convert the 
color space from RGB to HSI. So we choose the 
hue-saturation-value (HSV) color space instead, which is a 
similar to HSI but with light computational complexity. The 
equations to convert RGB to HSV are as follows: 
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where MAX  and MIN  are the maximum and minimum of 
RGB respectively. The value of the red bitmap at position x  
is extracted as follows: 
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where 
1

Th , 
2

Th  are two thresholds for hue and saturation 
components respectively. The extracted red bitmap is shown 
in Fig. 3(b). 
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Figure 3.  Extraction results of the red bitmap and the edge bitmap. (a) the 
input image (b) the red bitmap (c) the edge bitmap 

B. Edge bitmap extraction 

To perform circular Hough transform, an edge bitmap 
should be extracted from the red bitmap. Many edge 
detection methods [9, 10] can be used to extract edge bitmap. 
For computational simplicity, we choose the sobel operator. 
The extracted edge bitmap is shown in Fig. 3 (c). 

C. Circle detection 

We propose a circle detection method based on 
edge-following. The edge-following is a class of circle 
detection method which merges edge pixels into lines, arcs, 
and ellipses gradually. There are some circle detection 
methods [11, 12] based on edge-following are proposed, but 
the accuracy of which are still not satisfactory. We introduce 
a sorted merging strategy, which utilizes more global 
information and significantly increases the merging accuracy. 
The flow diagram of the proposed method is shown in Fig. 4. 

 
Figure 4.  Flow diagram of the proposed circle detection method 

Line segment extraction is the first step of the method, 
which aims at representing the edge bitmap with a series of 
line segments while preserving most of the information from 
the edge bitmap. Method in [13] is employed to complete 
this step and outputs a set { }

i
l  of line segments. The 

extraction result is shown in Fig. 5(a).  
After extracting all the line segments, line segment 

merging is performed to merge all the line segments into 
circular arcs. As the number of line segments is often up to 
several thousands, arbitrarily merging the line segments may 
easily lead to mis-merging. Therefore, we introduce a sorted 
merging strategy, which first estimating the merging degree 
of each pair of the line segments and then merge the line 
segments in the descending order of the merging degrees. 
The merging degree 
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where 
,i j

d  and 
,i j

θ  are the distance and intersection angle 

of the two line segments respectively, 
,i j

m  and 
,i j

M  are the 

minimum and maximum length of the two line segments 
respectively. With the equation above, the pairs of line 
segments with smaller 

,i j
d , larger 

,i j
θ  and more similar 

lengths have larger merging degree, representing higher 
probability to be from the same circle.  

After computing the 
,i j

D  of each pair of line segments, 

we start merging the line segments with the following steps: 
(1) Initialize a set { }

i
a  of circular arcs, each arc 

i
a  

contains a single line segment originally. 
(2) Take out the pair of line segments 

i
l  and 

j
l  with 

the highest 
,i j

D  and have not been merged. 

(3) Suppose the arcs corresponding to 
i

l  and 
j

l  are 
u

a  

and 
v

a  respectively, fit an circle C  with all the edge pixels 

in 
u

a  and 
v

a  and then calculate the fitting score of each 
edge pixel x  with the following equation: 
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(4) Get the fitting scores 
u

S  and 
v

S  of 
u

a  and 
v

a  by 
calculating the mean fitting scores of all the edge pixels 

contained in 
u

a  and 
v

a . If 0.8
u

S ≥  and 0.8
v

S ≥ , then 
merge the two arcs, otherwise do not merge. 

(5) If all pairs have been processed, then stop the 
merging process, otherwise loop back to step (2) for the next 
pair of line segments. 

After processing all the line segments, a merged set { }
i

a  
of arcs is generated, as shown in Fig. 5(b). It can be seen 
from Fig. 5(b) that some circles are split into multiple arcs, 
thus we need to further merge the circular arcs into circles. 

Similar to the line segment merging process, we also first 
estimate the merging degree of each pair of circular arcs and 
then merge the arcs in the descending order of the merging 
degrees. The merging degree 

,i j
F  of two arcs 

i
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defined as follows: 
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where len( )
i
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i
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of circle 
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i
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fitting scores of 
i

a  and 
j

a  to 
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C . As the merging process 

is the same as line segment merging, we do not repeat it here. 
After circular arc merging, we get a set of circles, as shown 
in Fig. 5(c). 
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Figure 5.  Illustration of the proposed detection method. (a) line segments 
(b) circular arcs (c) detected circles (d) detected circles after verification 

D. Verification 

As shown in Fig. 5(c), many circles are detected in the 
circle detection step, so we have to determine if the circles 
correspond to traffic signs. Since most of the pixels in a 
prohibitory sign are red, black or white, we can verify a 
candidate circle with the following criterion: 
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where 
r

N , 
b

N , and 
w

N  are the number of pixels in the 
circle with the color of red, black, and white respectively, 
and N  is the number of all pixels in the circle. 

Circles satisfying the criterion are output as the final 
detection result, as shown in Fig. 5 (d). 

III. EXPERIMENTAL RESULTS 

In order to verify the accuracy of the proposed method, 
we test the method with a large set of images from real 
traffic scenes. Fig. 6 (a)-(d) are some representative 
examples, and Fig. 6 (e)-(h) are the corresponding detection 
results of them. 

The detection results indicate that the proposed method is 
robust to all kinds of adverse situations including bad 
lighting condition, similar background color, multiple signs 
clustering, and partial occlusion. 
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(a)                        (e) 
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(d)                         (h) 

Figure 6.  Detection results. (a) bad lighting condition (b) similar 
background color (c) multiple signs clustering (d) partial occlusion 

The efficiency of the method is also tested. We 
implement the method with C++ and run the code on a Core 
I3 3.3 GHz CPU. The processing time for Fig. 6 (a)-(d) are 
listed in Table 1. It can be seen that the processing time 
changes with the number of red edge pixels in the test 
images. But in most cases, the method is fast enough for 
real-time applications. 

TABLE I.  PROCESSING TIME OF THE METHOD 

 red edge pixels Time (ms) 
Fig. 6(a) 321 3.1 
Fig. 6(b) 4619 71.6 
Fig. 6(c) 3091 25.4 
Fig. 6(d) 5143 77.2 

IV. CONCLUSION 

In this paper, we propose a new prohibitory traffic sign 
detection method. The method utilizes both the color and 
shape characteristics, which significantly improves the 
detection accuracy and efficiency. A new circle detection 
method is proposed which is fast and robust to noise and 
partial occlusion, while the computational complexity and 
memory consumption is much smaller than Hough transform. 
Experimental results show that the method can robustly 
detect prohibitory signs in all kinds of adverse situations and 
is efficient enough for real-time applications. 
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