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Abstract—We propose a method of RSS-base localization in 
WSN (Wireless Sensor Network), called Hybrid HMM, to 
improve the stability of node localization based on RSS 
(Received Signal Strength). This model utilizes HMM (Hidden 
Markov Model) to take into account the time factor when 
receiving the RSS sequence, and converts the action of ranging 
into an operation of classification. For the received RSS used 
for localization, our Hybrid HMM will compare it with the 
preset RSS threshold value, and put the result into one of two 
categories for subsequent processing: If the received value is 
higher than the threshold value, the distance value will be 
drawn from the signal propagation model. If lower, the 
information will be obtained from a trained HMM. 
Experimental results show that the Hybrid HMM method can 
greatly improve the localization accuracy. 

Keywords- Wireless Sensor Network; Localization; Received 
signal strength; Hidden Markov Model 

I  INTRODUCTION  

WSN is composed of a large number of sensor nodes that 
autonomously self-organize into a cooperative network. 
Considering the cost constrains and energy consumption, 
only few nodes’ positions are predetermined. So the position 
of node is one of the important subjects in WSN, which is 
useful for coverage, routing, location service, target tracking 
and rescue. Those nodes whose position are already known 
called anchor, and the WSN localization is the process to 
determine the position of the unknown nodes through the 
information interaction (such as angle, time difference or 
distance) between the anchor nodes and unknown nodes. 
Localization algorithms for WSN are plentiful, and we can 
find a comprehensive review of WSN localization 
technologies and techniques in [1]. 

Among numerous localization methods, approaches 
based on RSS (Received Signal Strength) have drawn much 
attention with advantages of simplicity and convenience for 
practical applications. For this reason, we focus on 
RSS-based localization in this paper. 

The localization methods based on RSS fall into two 
categories: propagation-model based and machine-learning 
based. The propagation-model based methods will first 
calculate the distance between the nodes based on the signal 
propagation model, and then use the three-point positioning 
or maximum likelihood estimation method to figure out the 
position of the unknown nodes. However, as the RSS is very 
vulnerable to environmental impact, and the signal 
attenuation varies in NLOS (Non Line of Sight), these will 
face the RSS-based localization with great challenges, and 
many researchers have made a lot of efforts and 

improvements on this matter [2][3]. The machine-learning 
based methods will input the observed data into a trained 
dynamic model to learn the approximate position of the node. 
For example, the commonly used fingerprint positioning 
method collects the RSSI values of the reference locations in 
the monitored area to construct a database. Then, they will 
compare the observed RSSI with the database to find the 
nearest reference position, and take it as the approximate 
position of the unknown node. Although this mechanism can 
adapt to different environments and obtain a relatively good 
localization effect, it requires a lot of offline statistical work 
in the early stage, and overly massive data can be a 
challenge for the real-time matching algorithm [4][5]. 

Figure 1 the numbers of RSSI with different distance 

Due to the RSS is varying with time, many researchers 
using HMM to model the localization problem as a 
classification problem. In [6], John et al., designed a 
localization system called LOCADIO. It used two HMMs 
which taking into account the node motion, building’s floor 
plan, expected pedestrian etc. to estimating the position of 
node. In [7], Carlo proposed an algorithm based on an HMM 
Bayesian approach that models the node moving capabilities. 
Simulations show that performances achieved by keeping 
into consideration mixed LOS/NLOS conditions for all radio 
links are similar to those obtained in an ideal LOS 
propagation environment. Vincent et al. [8] carefully model 
the signal variation with time and employ a semi-supervised 
HMM framework, which appropriately combine both labeled 
data and unlabeled data together. It can successfully transfer 
out-of-date model to fit a current model through learning, 
even though the training data have very different 
distributions. Those papers all apply HMM into WSN 
localization, and achieved high accuracy localization results. 
Although the above mentioned algorithms are 
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machine-learning based, the propagation-model based 
methods are more practical. We propose an algorithm based 
on propagation-model which uses an HMM to preprocess the 
RSSI. Our methods only need to filter the environmental 
noise from RSS in preprocessing process. In order to 
demonstrate it more intuitively, we use the IRIS node as a 
transmitting node, and collect 600 RSSI values respectively 
at several fixed distances. Distance value: ܦ ൌ ሼ݀ଵ, ݀ଶ …݀ଵଵሽ，݀௜ ൌ (0.5 ∗ ݅ െ 0.5)݉ , ݀௜  is held as 
the reference distance. As shown in Figure 1, different colors 
represent different distances, x stands for the collected RSSI 
values, and y stands for the numbers of RSSI. From the 
graph, we not only can find that RSSI value decreases as the 
distance increases, but also can find that when the 
transmitting node is close to the receiving node, the signal is 
stable; and when they are far from each other, e.g. at 3m or 
above as shown in the graph, the RSSI values collected from 
different distances are partially overlapped. As a result, the 
distance estimation performance can be grossly inaccurate 
when the distance between nodes is relatively far. 

Therefore, in this paper, we mainly focus on the 
pretreatment of RSSI values in response to this phenomenon, 
and on training a dynamic model, called the Hybrid HMM. 
The main procedures of our method are briefly introduced 
as following:  

1) Find the appropriate RSSI threshold value ߛ based 
on the collected data, and use it to divide the collected data 
into two parts according to distance; 

2) If RSSI > ߛ , combine the traditional attenuation 
equation and the measured RSSI values to get an attenuation 
curve adapted to the environment, and then calculate the 
distance value corresponding to the RSSI values;  

3) If RSSI < ߛ, use the trained HMM to calculate the 
distance. 

Our goal in this paper is to improve the stability of 
RSS-based localization. To this end, we introduce an HMM 
which can preprocess the received RSS. Our main 
contributions are as follows: 

1) We propose a novel localization method called Hybrid 
HMM, which introduce HMM to convert the ranging into 
classification. Our method improves the stability of node 
localization when the distances between nodes are relatively 
far. 

2) We compare our method with the method based of 
signal propagation model. Experiment shows the presented 
algorithm performs well and can gain better performance 
when add random noise. 

II  HIDDEN MARKOV MODEL 

HMM is a statistical Markov model in which the system 
being modeled is modeled is assumed to be a Markov 
process with unobserved (hidden) states. An HMM can be 
considered as the simplest dynamic Bayesian network. 
HMMs are especially known for their application in temporal 
pattern recognition such as speech, handwriting, partial 
discharges and bioinformatics. 
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Figure 2  HMM Overview 

A basic HMM consists of the following elements: 
1)  N: the set of state values is	ܦ ൌ ሼ݀ଵ, ݀ଶ, …݀ேሽ, 

where ݀௜ stands for the ith state. N is the number 
of states. 

2)  M: the set of observed values is		ܴ ൌ ሼݎଵ, …,ଶݎ  ,ெሽݎ
where ݎ௝ stands for the jth observed RSSI. M is 
the number of observations. 

3)  The state transition matrix is 

࡭ ൌ ൦ ܽௗభ,ௗభ ܽௗభ,ௗమܽௗభ,ௗమ ܽௗమ,ௗమ⋯ ܽௗభ,ௗಿ⋯ ܽௗమ,ௗಿ⋮ ⋮ܽௗಿ,ௗభ ܽௗಿ,ௗమ ⋱ ⋮⋯ ܽௗಿ,ௗಿ൪ 
where ܽௗ೔,ௗೕ stands for the probability from state ݀௜ to state ௝݀. 

4) 	 The	observation	probability	matrix	is 
࡮	 ൌ ێێۏ

ۍ ܾௗభ,௥భ ܾ௕భ,௥మܾௗభ,௥మ ܾௗమ,௥మ⋯ ܾௗభ,௥ಾ⋯ ܾௗమ,௥ಾ⋮ ⋮ܾௗಿ,௥భ ܾௗಿ,௥మ ⋱ ⋮⋯ ܾௗಿ,௥ಾۑۑے
ې
 

where	 	ܾௗ೔,௥ೕ 	 stands	 for	 the	 probability	 of	getting	the	observed	value	 	௝ݎ at	the	state	 ݀௜.	
5)  The initial state probability vector is 	࢖ ൌ ,ଵ݌) ଶ݌ (ே݌… , where ݌௜  stands for the 

probability of the initial state being ݀௜. 
6)  The	end	state	probability	vector	is	

ࢗ  ൌ ,ଵݍ) ଶݍ (ேݍ… ,	 where	 ௜ݍ 	 stands	 for	 the	probability	of	the	random	process	ending	at	the	state	 ݀௜. Once	 a	 system	 can	 be	 described	 as	 an	 HMM,	 three	problems	can	be	solve.	
a) Evaluation 

Consider the problem where we have a number of 
HMMs describing different systems, and a 
sequence of observations. We want know which 
HMM most probably generated the given 
sequence. We use the forward algorithm to 
calculate the probability of an observation 
sequence given a particular HMM, and hence 
choose the most probable HMM. 

b) Decoding 
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Finding the most probable sequence of hidden 
states given some observations. We use the 
Viterbi algorithm to determine the most probable 
sequence of hidden states given a sequence of 
observations and an HMM.   

c) Learning 
The third, and much the hardest, problem 
associated with HMMs is to take a sequence of 
observations, known to represent a set of hidden 
states, and fit the most probably describes what is 
seen. The forward-backward algorithm is of use 
when the matrices A and B are not directly 
measurable. 

III  ALGORITHM DESCRIPTION 

In this paper, what the HMM does is actually to pretreat 
the received RSSI value sequence in order to reduce the 
environmental impact on the RSSI value. RSS-based 
ranging usually infers the distance value according to the 
attenuation of a group of received RSSI sequence. Due to 
the environmental influences on RSSI, even the RSSI value 
collected at the same position has some undulation over 
time, as shown in Figure 1. Within a relatively stable period, 
there are also certain probabilities that different RSSI values 
would appear at the same position. In contrast, the method 
based of signal propagation mode simply takes average of 
the collected RSSI sequence, and substitutes the mean value 
into the signal propagation mode to obtain the 
corresponding distance d, but ignores the relationship 
between RSSI and time or probability. Thus, it is now 
considered as a Hidden Markov process. 

•  Data collection and pretreatment: 
Let ൌ ሼ݀ଵ, ݀ଶ,…݀ேሽ be the set of reference distances. 

Let  ܴ௜  be the RSSI sequence of ݀௜ , and therefor ܴ௜ ൌ ሼݎ௜ଵ, ௜ଶݎ … ௜௡ሽݎ , where ݎ௜௝  stands for the jth value 
among the n RSSI values with distance of ݀௜. 

Through the pretreatment of ܴ௜, find out the suitable 
RSSI threshold value γ, pursuant to the selection criteria as: 
when RSSI > ߛ, the overlapping of RSSI should be as little 
as possible between different distances; when RSSI < ߛ, 
there will be partially overlapping RSSI values measured at 
different distances. 

• Path loss exponent estimation 
We use least square method over real detected data to 

estimate the path loss exponent. Then we can obtain the 
attenuation formula, and use it to calculate the 
corresponding distance of a detected RSS value. 

• Training the HMM Model 
Use the threshold value γ to determine the state vector 

and the observation vector, construct the HMM model, and 
train it with the collected data. 

A Path loss exponent estimation  

It is known that the transmission power is attenuated 
correspondingly the distance between the transmitter and 
receiver. The traditional signal propagation mode is 

(݀)ܫܴܵܵ ൌ (଴݀)ܫܴܵܵ െ ߣ10 ݈݃ ቀ ௗௗబቁ      (1) 

where ܴܵܵܫ(݀) is the RSSI value (dBm) received at the 
distance d from the transmitting source, 	ܴܵܵܫ(݀଴) denotes 
the received RSSI (dBm) at a reference distance ݀଴(typically ݀଴  is 1m) and	ߣ is the path loss exponent 
related to the environment(typically between 2 and 4). In 
this paper, we according the real-world data to determine 
the path loss exponent ߣ. 

Take average of the RSSI sequence at different reference 
distances, i.e. ሼݎଵഥ , ଶഥݎ  పഥ stands for the RSSIݎ ௡ഥሽ, whereݎ…
mean value when the reference distance is ݀௜. Use these 
values to do the least square fitting of the attenuation 
formula, and get an attenuation function conforming to the 
specific environment, i.e. ݉݅݊∑ ௜ୀ௡௜ୀ଴(௜݀)ܫܴܵܵ) െ  ௗ೔)ଶ, andݎ
get the corresponding path loss exponent ߣ. According to 
the obtained data in this experiment, we have got the 
attenuation formula as: ܴܵܵܫ(݀) ൌ 34 െ 35 ݈݃(݀) 	 	 	 	 	 	 	 	 	 (2)	

In Figure 3, the red line is the RSSI values with different 
distances, and the blue line is the fitting curve from 
attenuation formula, taken as a prior knowledge. 

 
Figure 3 RSSI Attenuates with Distance 

B Training the HMM  

• Model parameter estimation 
Model parameter estimation is to, under certain known 

conditions, use different algorithms to select and optimize 
the parameters of the model A, B, p, q. To identify the 
optimal parameters of HMM model is an NP complete 
problem in mathematics. The usual way is to first give a set 
of inaccurate parameter, then adjust the model parameters 
through stepwise iteration refinement, and finally keep the 
parameters stable within an acceptable precision range. 

In this paper, according to the RSSI values collected 
on-site at different distances, and based on the 
aforementioned RSSI threshold value setting standards, we 
set the threshold value as ߛ ൌ 21, and thus the reference 
distances for RSSI < ߛ will be as following: ሼ݀଻ ൌ 3݉, ଼݀ ൌ 3.5݉, ݀ଽ ൌ 4݉, ݀ଵ଴ ൌ 4.5݉, ݀ଵଵ ൌ5݉ሽ.  
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Since the distance values are independent of each other, 
in order to simplify the calculation, we can reference the 
commonly used method in speech recognition, and reduce a 
five-state HMM into five simple HMM models. Each simple 
HMM model is as:	݄݉݉௜ ൌ ,௜ܦ) ܴ௜, ,௜ܣ ,௜ܤ ,௜݌ ,(௜ݍ ݅ ∈ (1,5), 
Where i stands for the ith state, the number of states 
being	ܦ௜ ൌ 1，the number of observed values	ܴ௜ ൌ ݊ as 
the number of the RSSI values collected from the trained 
data, the state transition matrix as ܣ௜ ൌ 1 , the symbol 
transition matrix as	ܤ௜ ൌ（ܾ௥ଵ, ܾ௥ଶ,… ܾ௥௡）, which can be 
inferred from the appearance probability of the RSSI values 
in the trained data, and the initial state probability	݌௜ can be 
set as the uniform value. 

• Estimated state 

1 2( , ... )nr r r

1 7( 3 )HMM d m=

2 8( 3.5 )HMM d m=

4 10( 4.5 )HMM d m=

5 11( 5 )HMM d m=

1w

3 9( 3.5 )HMM d m=

2w

3w

4w

5w

1 2 1( , ... | )np r r r d

1 2 2( , ... | )np r r r d

1 2 3( , ... | )np r r r d

1 2 4( , ... | )np r r r d

1 2 5( , ... | )np r r r d

1 2( , ... )nr r rd

Figure 4 HMM Overview 

As shown in Figure 3, we input an RSSI sequence in 
line with HMM processing, and use the forward algorithm 
in HMM to calculate the probability of the sequence 
appearing under each state. In order to obtain the 
intermediate values, we multiply the probability value of 
each state ݎ)݌ଵ, .ଶݎ .  ௜. The estimatedݓ ௡|݀௜) by the weightݎ
distance can be obtained from the weighted summation of 
the states.  	݀ ൌ ∑ ௜ݓ ∗ ,ଵݎ)݌ .ଶݎ . (௡|݀௜ݎ ∗ହ௜ୀଵ ݀௜     (3) 

IV  EXPERIMENTAL VERIFICATION 

Our Hybrid HMM can be used for all RSS-based 
localization applications. In order to verify the strengths and 
weaknesses of the model, we have adopted the localization 
algorithm based on propagation model. 

A Environment Setup 

We have chosen the IRIS node of Crossbow for the 
hardware experiment, and set the experiment site at a 
5m*5m area in an open playground with no obstacle on site. 
As shown in Figure 4, the anchor nodes are placed in the red 
node positions in the area, and the RSSI values are collected 
from the four anchor nodes at the blue dot positions, with 
the coordinates of the anchor nodes already known. 

 
Figure 5 Experimental Nodes Deployment 

B Node Localization 

Here let us take position i as an example. 
• Ranging stage:  

The RSSI received from the four anchor nodes for 
position i (1<i<16) is: ܴ௜ ൌ ሼܴ௜ଵ, ܴ௜ଶ, ܴ௜ଷ, ܴ௜ସሽ, where ܴ௜ଵ is 
the RSSI value received from the first anchor node for 
position i. We input it into the Hybrid HMM ranging model 
so as to get the corresponding distance value 	݀௜ ൌሼ݀௜ଵ, ݀௜ଶ, ݀௜ଷ, ݀௜ସሽ , where ݀௜ଵ  is the value of the distance 
between position 1 and the anchor node inferred from the 
RSSI values, as shown in Figure 5. 

r RSSI>

1 2( , ... )nr r r

r

1 2( , ... )nr r r

d  
Figure 6 Hybrid HMM system 

• Localization stage: 
Use the distance values acquired from the ranging stage, 

and apply the method of maximum likelihood estimation to 
identify the location of position i. Based on the distance 
interconnection, we can get the equation: 

A࢏ࢄ=b        （4） 

Where, ࡭ ൌ ቎2(xଵ െ xସ)		2(yଵ െ yସ)	2(xଶ െ xସ)		2(yଶ െ yସ)2(xଷ െ xସ)		2(yଷ െ yସ)቏, 
࢈ ൌ ቎ݔଵଶ െ ସଶݔ ൅ ଵଶݕ െ ସଶݕ ൅ ݀ସଶ െ ݀ଵଶݔଶଶ െ ସଶݔ ൅ ଶଶݕ െ ସଶݕ ൅ ݀ସଶ െ ݀ଶଶݔଷଶ െ ସଶݔ ൅ ଷଶݕ െ ସଶݕ ൅ ݀ସଶ െ ݀ଷଶ቏, 	࢏ࢄ ൌ ቂݔ௜y௜ቃ. 
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The estimated coordinates of position i obtained by 
utilizing the method of standard least mean square criterion 
is: ࢄ෡࢏ ൌ  （5）      ࢈ࢀ࡭૚ି(࡭ࢀ࡭)

C Experimental Results 

As the IRIS node has an effective outdoor ranging of 5m, 
we do not consider the positions beyond the range, i.e. the 
position of ID 1, 4, 13, 16; Moreover, taking symmetry into 
consideration, we only need to measure the RSSI sequences 
for the positions with an ID of 9, 10, 11, 12, 14, 15. We 
obtained 350 groups of RSSI data at each position, and put 5 
groups into localization test at a time, repeating 70 times. 
We compared Hybrid HMM method with the method based 
of signal propagation model, and took the Euclidian 
distance between the estimated point and the actual position 
as the deviation. 

As shown in Table 1, which exhibits the mean value of 
the localization deviation of the 70 sets of positions inferred 
from the measured data, where ࢋത(1ܮ)  stands for the 
localization deviation of the signal propagation mode 
method in measurement, and	ࢋത(1ܪ) stands for the deviation 
of the Hybrid HMM method. We can see that Hybrid HMM 
improves the localization accuracy in noise outdoor 
environments. 

Table 1 localization accuracy 

Position 
ID 9 10 11 12 14 15 ࢋത(ࡸ૚) 0.447 0.694 0.481 0.284 0.767 0.379 0.630 0.417 (૚ࡴ)തࢋ0.433 0.347 0.777 0.335

 

As the outdoor environment is relatively stable, and the 
advantage of this method cannot be fully showcased, we 
simulated the NLOS scenario with the actual data, and 
randomly added 10% random noise, repeated the simulation 
100 times, in order to get the average localization deviation 
values as shown in Table 2, where	eത(2ܮ) stands for the 
localization deviation of the signal propagation mode 
method after adding the random noise, and	eത(2ܪ) stands 
for the deviation of the Hybrid HMM method after adding 
the random noise. It is indicated that in the presence of a 
random noise, our method has a 14.3% higher localization 
accuracy than the signal propagation mode method on 
average. 

Table 2 Localization accuracy 

Position 
ID 

0.509 0.687 0.525 (૛ࡸ)ത܍ 15 14 12 11 10 9 0.362 0.877 0.404 0.630 0.415 (૛ࡴ)ത܍0.463 0.349 0.777 0.341
 

As shown in Figure 7 , when random noise is added, the 
localization deviation of a linear interpolation method 
increases, while the deviation of the Hybrid HMM method 
basically has no change, demonstrating a favorable 

robustness. The deviation values of the 70 localization 
actions for each location is detailed in Appendix 1. 

Figure 3  Robustness to random noise 

V  CONCLUSION 

As the RSSI value is not only influenced by the 
surrounding environment, but also dependent on the 
hardware conditions of the node itself, such as voltage and 
etc. In this paper we fully explored the relationship between 
RSSI and distance, and figured out the RSSI is not stable 
while the distance is relatively far. We overcome this 
problem by introducing an HMM preprocessing process on 
the ranging stage. Experimental results show that our 
algorithm is practical and has a relatively high fault 
tolerance. Furthermore, our model can also be easily 
combined with other RSS-based applications. In our future 
work, we will consider to extend this method to mobile 
wireless networks. In these applications, the mobile node 
localization and tracking can be modeled as an HMM 
process. 
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