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Abstract. Online reviews and comments have become an important resource for various decision 
making processes, such as sale and buy decisions. The truthfulness of online reviews is thus critical 
for both buyers and sellers since fake reviews will affect customer’s decisions due to misleading 
description and deceptive selling. This can cause financial loses for innocent customers. Fake review 
detection has thus attracted a lot of attention. However, most shopping websites have only focused 
on dealing with problematic reviews and comments. In this paper, we propose a method for the 
detection of outlier reviews based on reviewing records associated with products instead of just the 
reviews and comments. We first analyze the characteristics of such data using a crawled Amazon 
China dataset, revealing that the reviewing records of each product is similar for normal products. In 
the proposed method, we first extract the reviewing records of products to a temporal feature vector. 
We then develop an isolation forest algorithm to detect the outlier reviews of products based on the 
reviewing records of reviews and comments. We will verify the effectiveness of our proposed method 
and compare it to some existing temporal outlier detection methods using the crawled Amazon China 
dataset. We will also study the impact caused by the parameter selection of the reviewing records. 
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1. Introduction 

In recent years, many researchers have developed methods to detect fake reviews using text mining 
techniques. Most such work has focused on analyzing one review or one reviewer at a time without 
considering the potential relationship between multiple reviews or reviewers [1,2]. Han et al. analyzed 
burst reviews to find the outlier behavior of both reviewers and reviews [3]. Furthermore, the behavior 
of fake reviewers are analyzed to develop possible reviewing patterns so as to detect fake reviews 
[4,5]. 

In Section 2, we briefly review some related work in feature learning for networks. In Section 3, 
we empirically analyze the reviewing record and the outlier behavior. In Section 4, we describe the 
isolation forest based product fake review detection method and in Section 5, we evaluate the 
proposed method using a real dataset and compare it to several baseline methods to demonstrate the 
advantages of our method. Finally, in Section 6, we conclude this paper in which we also point out 
some promising directions for future research. 

2. Related Work 

2.1 Spamming Detection 

In recent years, the web spam or email spam have been actively studied. For example, a survey is 
provided on web spam detection [6]. Email spam detection is also studied [7]. Blog spam or network 
spam are also intensively studied [8,9]. For the review spams, Fei et al. studied the behavior of fake 
reviews and provided the possible spam patterns [5]. 

2.1.1 Time Series Outlier Detection 

Time series analysis is one of the most actively pursued approaches in outlier detection. These 
methods rely on the definition of a similarity function that measures the similarity between two 
sequences and outlier is detected using clustering. By treating all data samples as a time series feature 
vector, these samples can be clustered and the data sample that is the furthest to all the clusters gets 
the largest outlier score [10]. 
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Parametric models can also be used to detect outliers in the unsupervised manner where anomalous 
instances are not specified and a summary model is constructed on the base data.. Furthermore, 
HMMs are interpretable but cannot scale well to pattern complicated data. Approaches that use 
HMMs have been proposed for outlier detection [11-13]. 

2.1.2 Outlier Detection for Stream Data 

There is another category of methods that perform outlier detection for streaming data where the 
scenario becomes more complex than regular outlier detection.  

When dealing with stream data, evolving prediction models are needed that will update the 
parameters or model components when new data arrives. For example, an online clustering method 
was proposed to detect outlier products [14,15]. At the same time, an approach was proposed to use 
dynamic Bayesian networks to model data samples that evolve over time [16]. By adding new state 
variables, the state of a system can be obtained. 

In this paper, we propose an outlier detection method based on ideas from both stream outlier 
detection and time series outlier detection.  

3. Trend Analysis of Product Reviews 

In this section, we analyze the shopping review data crawled from Amazon. From the analysis, we 
can see clearly the differences in the reviews and comments of different products. 

3.1 General Trend for Product Review 

In this study, we use the Amazon-China dataset. the number of recorded reviews is growing. In 
2006, only a few reviews were recorded. With the time goes by, more and more reviews and 
comments were recorded.  

The parameters of the review data is listed in Table 1 in which the dataset contains 166,624 
products and 5,055 users and the review period spans between March 2006 and August 2012. In total, 
there are 1,205,125 reviews. 

 
Table 1. Fake review dataset 

Information Value
Products 166,624 

User 5,055
Time period Mar, 2006 ~Aug, 2012 

Number of reviews 1,205,125 
Frequency 507.2 reviews per day 

3.2 The Trend in Product Reviews 

We select two products and analyze the temporal pattern of reviews, which is shown in Figure 1. 
For the product in Figure 1(a), we can see more clearly that the pattern of trend is not continuous. In 
Figure 1(c), we summarize the number of suspicious reviews while in Figure1(d), we plot the number 
of normal reviews.  

 
(a) Suspect reviews                       (b) Normal reviews 
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(c) Suspect reviews                       (d) Normal reviews 

Figure 1. Pattern of reviews of two typical selected products 
 

The basic data unit in our method is the product. We focus on studying the review patterns of all 
products to obtain outlier products. Since our method is an unsupervised review detection method, 
fake reviews more likely happen along with other fake reviews and the number of products in one 
specific time slot could be very large. According to this characteristics, we only collect the reviews 
within one day as our unit description of one product. For example, for product Pi, the description of 
the review pattern is defined as: 

 
                      

1 2 3
[ , ,  . , ] , ..

i Ep i i i iV p p p p                              (1) 

 
where i indicates the date and thus i1 indicates the first date with reviews in the dataset (March 

2006) and iE indicates the last date with reviews in the dataset (August 2012), and VPi 
is the 

combination feature vector that represents the review records of product Pi . Each element in the 
vector is a date-review indicator and the date-review indicator pij represents the number of reviews 
given in a certain date i1. 

3.3 Temporal Feature Extraction based on Reviews and Comments 

We view the product reviews statically, and the review records of each product can be processed 
as an N-dimensional vector. The general form of the temporal feature can be described as: 

 
        { (1) , (2) , , ( ) , ( 1) , ( ) },
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where ( )
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N
Pz t R ( 1t  ) indicates the number of reviews in time slot t for product Pi and N is the 

total number of time slots to be processed. 
Since the data for the reviews ranges from 2006 to 2012, if we define a time slot as one year, there 

will be seven time slots in total. It is also important to define all the products with the same dimension. 
For instance, if the time slot is M days and there are N time slots in total, then z(t) will be: 
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where t is the tth time slot of the feature and subscript t*M+m’ indicates the date time of the specific 

review. 
  We can then describe all products using a matrix: 
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where P is the number of products in total. Isolation forest algorithm can be used to process the 
data. 

3.4 Isolation Forest Algorithm for Outlier Detection 

For the temporal feature vector Z, the initial outlier detection model is developed in which we 
build the isolation trees in terms of the bootstrap sampling from dataset Z. The ensemble detection 
model E is composed of L number of iTrees, namely, 

 

 1 2 3{ , , , , }LE E E E E                               (5) 

         
which is built from the data in the ith time slot.  
In the algorithm, an iForest consists of multiple isolation trees, namely iTree. We know that iTree 

is created by selecting product temporal review features and the feature values randomly [17]. At 
each node in the isolation trees, the instances set is divided into two parts based on chosen the 
temporal review value. Generally, products with outlier reviews are those that have review records or 
review values very different from the normal products and are easier to be divided than normal 
products. In order to alleviate the effects imported by the random characteristics in the process of 
building isolation forest, the average depth of products in the forest is calculated, which can serve as 
the anomalous score of the products. The lower the score, the further away the product is to the normal 
products, making it a likely candidate to be an outlier product. Figure 7 further illustrates the 
algorithm. 

In summary, we use isolation forest algorithm to build the isolation forest based on the product 
review records. Meanwhile, the outlier score can be obtained by applying the isolation forest 
algorithm. 

The anomaly score is used to determine whether a product is an outlier product. For product Pi , 
the anomaly score can be calculated using formula (6). 
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In Formula (6), N denotes the sampling size in Algorithm 1, hi(x) indicates the length of the ith 

iTree, E(h(x)) is the average of h(x) from a collection of iTrees and c(N) is the average of h(x) with a 
given N. For product Pi, the outlier score is S(zpi ,N). An anomaly score of high value is regarded as 

an outlier while low value is regarded as a normal sample. A high anomaly score actually indicates 
product review pattern that is different from that of normal products temporally. Thus, a high anomaly 
score is considered to be highly probable that the corresponding product consists of fake reviews and 
comments. We can therefore use Algorithm together with Formula (6) to analyze the possibility of 
abnormal reviews of products based on outlier scores.  

4. Experiment and Analysis 

We have conducted some experiment using the dataset described in Section 3. Through the 
experiment, we first compare our proposed method to several baseline fake reviews speculation 
methods to demonstrate the effectiveness of our method. We also study the performance of our 
method with different temporal parameter settings. 
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4.1 Measurement Metrics 

To evaluate our method, we quantify the performance in terms of the ground-truth outlier labels 
and the predicted outlier labels. We use two metrics to measure the performance of our method. 

4.2 Comparative Analysis and Evaluation of Experiment Results 

In this section, we use three baseline methods, i.e., ARIMA, LOF and SVM, to detect outlier 
products in the dataset described in Section 3. Thus, we followed the same re-crawl strategy to detect 
whether each product is regarded as abnormal. For each product, a low anomaly score is regarded as 
abnormal, making the product possessing the outlier commercial behavior. The results of accuracy 
for all the methods are shown in Figure 2, showing that our method can better detect fake reviews. 
Lower accuracy implies that the detection method is not promising while higher accuracy makes it 
more successful for the detection of fake reviews. 

 

 
Figure 2. Comparison of accuracy 

 
As can see in the Figure 2, our method performs better than the other three baseline methods. 

ARIMA can only reach 0.77 in accuracy, which may be caused by insignificant performance change 
in time-series. LOF is the most competitive method among the three baseline ones, which indicates 
that outlier can also happen locally. Isolation forest-based methods show to be superior to all the other 
methods. 

We also compared our detection method to the three baseline methods in terms of efficiency ass 
shown in Figure 3. The result shows that the isolation forest method can significantly reduce the 
amount of running time and the tree based approach can be fast in both the training and the evaluation 
phases. 

 

 
Figure 3. Comparison of efficiency 

Advances in Computer Science Research, volume 87

606



 

5. Conclusion 

In this paper, we studied the review records of online shopping sites and proposed a novel approach 
to detecting fake reviews of products. This review outlier detection method detects the outlier 
products by temporal trends of reviews and comments. Such perspective makes our method more 
advantageous than some existing methods. We also compared our method with several temporal 
outlier detection methods to prove the effectiveness and the efficiency of our method.There are a lot 
of challenges in the detection of fake reviews based on review records. Our experiment did not 
indicate clearly when a product has the highest probability of being involved in fake reviews and 
comments, which is another interesting piece of future work. 
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