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Abstract. Short-term traffic flow forecasting is very important for realizing urban intelligent traffic 
system. In the past, many neural network models have been proposed to predict traffic flow, but the 
effect was not very significant. The reason is that most of them are based on shallow model learning 
and they are prone to fall into local extreme values and cannot simulate more complex mathematical 
operations. Therefore, they are not suitable for simulating realistic traffic conditions. As a new subject 
of machine learning, deep learning has achieved remarkable results in speech and image processing. 
It can unsupervised abstract effective features from the data for prediction, so in this study, deep 
learning modeling is used for urban trunk road traffic flow forecasting. The experimental results of 
this study show that the model is effective in traffic flow forecasting. 
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1. Introduction 

With the rapid development of society and the rapid increase of the number of motor vehicles, 
urban traffic is increasingly prone to congestion, and traffic accidents and air pollution are further 
aggravated. In China, the average vehicle speed of big cities like Beijing and Shanghai in the 
downtown area is less than 20 km/h during the peak period. Traffic congestion further leads to the 
aggravation of energy consumption and environmental pollution. The research results show that [1] 
when the vehicle speed is reduced from 40 km/h to 10 km/h, the energy loss will be doubled and the 
environmental pollution will be increased by more than three times. The nitrogen oxides and carbon 
monoxide emitted by cars in Beijing account for 46% and 63% respectively. Therefore, Intelligent 
Transportation Systems (ITS) has become a key way to solve the urban congestion problem. ITS 
makes effective use of the current advanced hardware and software to manage the traffic effectively. 
As the core technology of intelligent transportation system, short-term traffic state fore-casting makes 
use of existing data to predict traffic flow conditions, and then helps travelers with path planning and 
traffic flow guidance, thus alleviating traffic congestion and reducing environmental pollution. 
Different forecasting models have been proposed for traffic flow forecasting. However, the accuracy 
of forecast results is challenged by the complexity of urban traffic flow in time and space. 

As a new subject of machine learning, deep learning has attracted extensive attention since it was 
proposed. Google, Microsoft and Baidu are all studying and utilizing deep learning. It has been 
successfully applied to classification task, natural language processing, dimension reduction, image 
recognition and so on. Deep learning effectively and unsupervised extracts the underlying typical 
characteristics of the underlying data by using a multi-tier architecture, and then provides it to the 
high-level for classification and regression. Traffic flow itself is a complex process, and deep learning 
architecture can help us effectively learn and grasp the inherent complex characteristics without prior 
knowledge, so as to realize effective forecasting of traffic flow. 

This paper presents a traffic flow forecasting model based on deep learning. The experimental 
results show that this method is accurate in traffic flow forecasting. 
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2. Background 

2.1 Traffic Flow Forecasting 

Traffic flow fore-casting has always been regarded as the key technology of urban intelligent 
transportation system (ITS), which uses historical data to forecast future traffic flows in a certain 
period of time, with the forecasting period being generally set to 5-30 minutes. 

Suppose t
iX  represents the traffic flow of the i-th traffic road at time t, then, according to given 

an observed sequence of traffic flow i = 1, 2,…, m ; t = 1, 2, …, T, the traffic flow forecasting is to 
forecast the traffic flow of a certain road within the period of {T + Δt} based on the previous sequence. 
Including Δt can be adjusted. 

Traffic flow forecast model generally includes two steps, namely, feature learning and model 
learning. Feature learning is unsupervised learning. Through training, a feature representative model 
h, which represents the historical traffic time series in the past, can be obtained. After feature training, 
the previous traffic flow sequence X can be transformed into another feature space Y through h, that 
is, h(x) → Y. Model learning is supervised learning. Given a pair of feature Y and target task Z {(Y1, 
Z1), (Y2, Z2), …, (Yn, Zn)}, and learning prediction model Zn + 1 = g (Y), by minimizing the objective 
loss function L, the appropriate parameters of the prediction model can be obtained: 
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Although the forecasting models differ from each other, the objective loss function is mostly the 

same. Previous forecasting models can be divided into three categories [2]: 
Time series method based on historical data. Autoregressive integrated sliding average model [3] 

(ARIMA) achieves forecasting by finding the pattern of traffic flow changing with time. Similarly, 
there are subset ARIMA [4], expression variable ARIMA (ARIMAX) [5], vector autoregressive 
moving average (ARMA) and ARIMA [6] based on time and space, as well as seasonal ARIMA 
(SARIMA) [7] and Kalman filtering method [8]. 

Method based on probability graph model. The method of probability graph is used to model and 
forecast the traffic flow. Common methods include: bayesian network [9], markov chain, markov 
random field (MRFs), fuzzy logic [10], etc. 

Nonparametric statistical methods, such as neural network (NNs), support vector regression (SVR), 
local weighted learning (LWL), k-NN [11] method, support vector machine (SVR) [12], stochastic 
differential equation [13], etc. This kind of methods is more effective than other methods because it 
can simulate the characteristics of traffic flow, such as uncertainty, complexity and nonlinearity. 

In general, with the development of intelligent transportation, many forecasting models have been 
proposed. However, it is difficult to have one particular approach that is better than the another one 
in all areas of traffic flow. Because most of these methods are based on some specific data modeling, 
and the forecasting results also depend on the accuracy of the collected data. However, neural network 
(NN) can obtain more robust forecast results as it can effectively utilize the relationship between 
historical data and current data. Most of the existing neural networks are based on the shallow 
architecture. When building a multi-layer architecture, the method based on gradient descent cannot 
effectively adjust the parameters. As a new neural network, deep learning solves the problem of 
traditional NN training and achieves better experimental results than traditional neural network. 
Therefore, deep belief network (DBN) can be used to improve traffic flow model. 

2.2 Deep Belief Network 

As the most common deep learning model, deep belief network (DBN) is built by a series of RBMs. 
Each layer of RBM has only one hidden layer, and the output of each layer serves as the input of the 
next layer. Hinton et al. proposed a method that can quickly train DBN layer by layer each time [14], 
namely, one layer each time. 
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RBM, i.e. restricted Boltzmann machine, is a special case of markov random fields (MRFs). If a 
bipartite graph has no connection between nodes in each layer, and the first layer is visible and the 
other layer is hidden, and all nodes are assumed to be random and binary-distributed, the second layer 
is connected by a symmetric matrix, and the probability distribution satisfies the Boltzmann 
distribution, then this is RBM. The visual layers correspond to inputs because their states have been 
observed. The hidden layers correspond to the feature detection, and their joint configuration energy 
equation (v, h) is: 
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Where iv  and ih  are input i and feature j, respectively; ib  and ia  are offsets corresponding to 

iv  and ih ,respectively; ijw is the weight matrix between them. Since the hidden layers are mutually 

independent, that is: 
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Generally, the parameters wij, bi and aj are obtained by gradient descent method, but it can be 

approximated by gibbs sampling method, i.e., the hidden layer H can be sampled according to the 
specified rules for the visible layer V, and then the visible layer V can be sampled in turn. This process 
can be repeated many times. After several iterations, the model forgets its initial starting point so that 
it can be sampled from their balanced distribution. Finally, the function is expected to obtain an 
approximate value within a finite number of times by using the contrast bifurcation (CD) method. 
The N + 1 sampling algorithm is labeled as CD-N. In practice, you can usually get the appropriate 
value with CD-1. Then the update rule of weight wij can be obtained: 
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Where   represents learning rate; Edata is the desired output of the layer when the visual layer 

inputs according to the initial model distribution; Emod is the expected output estimated by the CD 
algorithm. Similarly, the update rules of bi and aj are similar to that of wij. 

2.3 GBRBM Gauss-bernoulli GBRBM 

In ordinary limiting boltzmann machine (RBM), the input limit of the visual layer is 0 or 1, which 
is very inconvenient for simulating continuous values like traffic flow in reality. Therefore, real data 
can be simulated by gauss-bernoulli GBRBM[15]. It simulates real data by adding the continuous 
value of gaussian noise, thus replacing the binary visual input of ordinary RBM, and its energy 
function is changed to: 

 

                     ijj

v

i

H

j i

i
j

H

j

h
j

v

i i

v
ii wh

v
ha

bv
hvE  

 





1 111

2

2

2

)(
),(


                        (7) 

 

Advances in Computer Science Research, volume 87

709



 

Where vi represents the i-th true value of the visible layer;  is the standard deviation of the 
Gaussian. The priority of a specific continuous value can be obtained through the expression of the 
visible layer. According to the energy equation [16], the conditional probability distribution of them 
can be obtained as: 
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The training and parameter adjustment process of gauss-bernoulli GBRBM is no different from 
that of ordinary RBM, and the parameters of both RMB and gauss-bernoulli GBRBM can be adjusted 
by using the CD process. 

3. System Structure 

In this wor, a deep architecture is established. The underlying architecture is the DBN architecture 
composed of GBRBM and RBM, which is used for unsupervised feature learning. A regression layer 
is added to the top layer for forecasting, which can also be replaced by a support vector machine 
(SVM). 
 

 
Fig.1 Depth system architecture of single road prediction 

 
After the pre-training of DBN, the top layer carries out BP algorithm through the labeled data to 

adjust the parameters. This method is better than the traditional neural network which directly uses 
BP algorithm for gradient descent adjustment. This is because the parameters after the pre-training of 
DBN are already close to those after the training, so the BP algorithm only needs to conduct a local 
search within the known parameters, and the training speed and convergence speed are much faster. 
The training steps of this model are as follows: 

(1)Through normalizing the traffic flow data to [0,1], then the input vector X can be expressed as: 
 

                       ),( NiTtxX t
i                               (10) 

 
(2)Using the vector X as input, the first layer of GBRBM is trained through the CD process 
(3)Train the RBM by taking the output of GBRBM as the input of the upper RBM. 
(4)Train RBM by uing the output of RBM as the input of upper RBM . 
(5)Repeat step (4) until the given number of layers is completed 
(6)Take the output of the last RBM as the input of the top-level regression layer and randomly 

initialize its parameters. 
(7)Fine-tune the parameters of this architecture using an supervised BP approach. 
Finally, the model obtained through training can be used as the forecasting model. When a set of 

input vectors are given, the forecasting output of the corresponding road can be obtained. 
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4. Experiment and Result Analysis 

4.1 Experimental Data Description 

The traffic flow data used in the experiment were obtained from the UK's official traffic flow data 
center. The data set provides the average journey time, speed and traffic flow of traffic every 15 
minutes, and covers the highways and class A roads (that is, urban main roads) in England. In the 
experiment, five major urban roads (AL1065, AL1596, AL566, AL543 and LM69) between 
Newcastle and Sunderland in England were selected. The data of September 2018 (totally 30 days) 
were selected. Data of the first 29 days were used to train the model, and data of the last day were 
used to test. 

4.2 Performance Index 

The two most common performance indexes are mean absolute error (MAE) and mean relative 
error (MRE), which are defined as follows: 
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Where Zi is the value of actual traffic flow;

iẐ  is the forecasted value. MAE and MRE were 

chosen as the measurement criteria. 

4.3 Architecture Implementation 

In a deep architecture, it is necessary to determine the size of input layer, the number of hidden 
layers, and the number of nodes in each hidden layer. Here, the traffic flow of AL1065, AL1596, 
AL566, AL543 and LM69 during the first two time periods are selected as inputs, that is, there are 
10 inputs in total, and road LM69 is taken as its forecast output. Among them, the hidden layer 
contains the shallow structure {10,10,4} and the deep structure {10,12,10,8,6,4}. After the training, 
the forecasting results on the 30th day of road LM69 are shown in figure 2. 
 

 
Fig.2 The results of different depth forecast for a single road  Fig.3 Results of DBN and MLP 

 
In Fig. 2, the abscissa represents the i-th 15 min, and the ordinate represents the traffic flow. It can 

be seen from the figure that the result of deep structure forecast is closer to the real value. 

4.4 Results Comparison and Analysis 

Experimental program was developed on Windows 7, with Intel®CoreTM i7⁃710MQ as hardware, 
4 GB of memory, graphics card NVIDIA Ge⁃force 840 MHz. Each operation time was generally more 
than 30 min, and most of them can be completed within 1 hour. 

In the experiment, the adjustment test of BP process tuning times epochs of DBN was conducted, 
and it was found that when the number was larger than a certain number, the prediction result of DBN 
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had no great influence on the number adjustment. This further confirms that the parameter adjustment 
of DBN in the pre-training stage has been almost better judgment. 

In order to measure the performance of the deep architecture, the traditional MLP neural network 
was also adopted in BP algorithm training for forecasting, and the comparison was carried out. The 
results showed that the accuracy of BP algorithm decreased when the number of training layers 
increased, which indicates that the traditional BP algorithm is not suitable for deep architecture.In the 
experiment, MLP adopts {4,4,5} shallow architecture. 

As can be seen from figure 3,compared with the traditional MLP neural network, the DBN 
architecture obtained more accurate results in both the peak period and the minimum traffic flow. The 
comparison of performance indexes between MLP and DBN are shown in table 1. 

 
Table 1. Comparison of Performance Indexes 

 MAE MRE 
DBN shallow 14.83 0.281 

DBN deep 14.80 0.279
MLP 20.93 0.752

5. Conclusion 

This paper for the first time applies the deep learning architecture to the traffic flow forecasting of 
urban main road. Compared with urban expressway, urban main road traffic is of greater uncertainty 
and variability, which brings greater challenges to forecasting. At the same time, the model also 
successfully discovered the potential characteristics between traffic roads through deep learning, such 
as the non-linear relationship in time and space. In this study, a deep architecture was firstly 
established, and the potential characteristics were mined by layer-by-layer unsupervised pre-training, 
and the global fine-tuning of parameters were realized by using the regression layer to further 
optimize the forecasting results. Then, the comparison between DBN and MLP showed that the 
accuracy of DBN was much better than MLP model. 

The model proposed in this paper can still be further improved. For example, the top layer is 
changed to SVM and other forecast models, and the application scenarios of the model can be 
extended to the traffic flow forecasting of the whole city. 
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