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Abstract. The classical mean shift (MS) algorithm is the best color-based method for object tracking. 
However, in the real environment it presents some limitations, especially under the presence of noise, 
objects with partial and full occlusions in complex environments. In order to deal with these problems, 
this paper proposes a reliable object tracking algorithm using corrected background-weighted 
histogram (CBWH) and the Kalman filter (KF) based on the MS method. The experimental results 
show that the proposed method is superior to the traditional MS tracking in the following aspects: 1) 
it provides consistent object tracking throughout the video; 2) it is not influenced by the objects with 
partial and full occlusions; 3) it is less prone to the background clutter. 

Introduction    

In computer vision, tracking refers to the task of generating the trajectories of the moving objects 
by computing its motion in a sequence of images. Object motion recorded in the form of a trajectory 
commonly contains translational motion [1]. Numerous approaches have been dedicated to 
computing the translation of an object in consecutive frames, among which the mean shift (MS) 
method is one of the most common methods. The MS algorithm was originally proposed by 
Fukunaga in 1975 [2], and with the concept of kernel function, which became the practical foundation 
of MS [3]. Later, Comaniciu imported the MS to visual object tracking field satisfactorily [4]. The 
popularity of the MS method is due to its ease of implementation, real time response and robust 
tracking performance.  

The MS is a typical deterministic method, which compares a model with current frame to find out 
the most promising region. However, the deterministic methods are hard to deal with the partial and 
full occlusions, in an appropriate manner, since the tracking algorithm is based on the previous 
investigated results. If the tracked object is lost or occluded completely, the deterministic searching 
methods will correspondingly fail. So, the MS iterative procedure needs to be improved. To eliminate 
this problem, a Kalman filter (KF) is used here. The present KF has been widely used for tracking in 
so many areas of control theory, signal processing, computer vision, and other related fields [5]. The 
KF estimates the state of dynamic system, even if the precise form of the system is completely 
unknown. This approach is so powerful in the sense that it supports estimations of the past, the 
present, and even the future states. As soon as the object is partially or fully overlapping with another 
one, the approach is superimposed to the algorithm. 

The second limitation of the traditional MS method is prone to local minima when some of the 
target features present in the background. Therefore, in [4], Comaniciu et al. further proposed the 
background-weighted histogram (BWH) to decrease background interference in target representation. 
Such an idea is reasonable and intuitive, and some works have been proposed to follow this idea [6,7]. 
Unfortunately, all of them do not notice that the BWH transformation formula proposed in [4] is 
actually incorrect and it is proved in [8]. And the corrected background-weighted histogram (CBWH) 
is proposed,which can truly achieve what the original BWH method wants: reduce the interference of 
background in target localization. 
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This paper is organized as follows. Firstly, provides an overview of the classical MS algorithm and 
introduces the CBWH scheme in detail. Secondly, explains the formulation of KF and describes the 
proposed object tracking algorithm using the CBWH algorithm and KF. Finally, the experimental 
results and concluding remark are given. 

The CBWH-MS Algorithm 

Mean Shift Tracking: An overview.  MS is a semi-automatic tracking method. The desired 
object is manually selected in the initial frame, and it is shown as a rectangle. The inside pixel 
location of the rectangles is presented as { } niix ,,1=

∗ .The selected area is considered as the object 

model [9]. The color histogram of the object model is then calculated by:  
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where u  represents the eigenvalue of the target model, ( )∗
ixb  associates the pixel ∗

ix to the histogram 

bin, ( )xk  is an isotropic kernel function, and constant C  is 
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Similarly, the probability of the feature u=1,2,...,m in the target candidate model from the target 
candidate region centered at position y is given by:    
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Based on the Bhattacharyya coefficient, a metric which aims to estimate the similarity between the 
target model and the candidate model is defined as: 
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 More similar between the two density distribution, ρ is greater. Find the maximum of the density 
estimation to obtain the new location of  y by using MS vector. 
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The Corrected Background Weighted Histogram Scheme. In target tracking, the background 
information is often included in the detected target region. If the correlation between target and 
background is high, the localization accuracy of the object will be decreased. To reduce the 
interference of salient background features in target localization, a representation model of 
background features was proposed by Comaniciu et al. as background-weighted histogram (BWH) 
MS algorithm [4] to select discriminative features from the target region and the target candidate 
region.  

In [4], the new target model is: 
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And the new target candidate model is: 
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and { } ( )1ˆˆ
1,,1 = ==

m

i umuu owitho   is the background, which is three times the size of the target as 

suggested in [4]. ∗ô  is the minimal non-zero value in { } muuo ,,1
ˆ = . 

The weight of point  xi computed by the BWH-MS in the target candidate region can be derived by 
Eq. 5 that is 

( ) ( )[ ]
=

−
′

′
=′

m

u
i

u

u
i uxb

yp
q

1 ˆ

ˆ δω                                                                                                                                      (9) 

The above BWH-MS transformation aims to reduce the effects of prominent background features 
in the target candidate region on the target localization. However, in [8] prove that BWH-MS cannot 
achieve this goal, because it is equivalent to the usual target representation under the mean shift 
tracking framework. Then the corrected BWH (CBWH) MS algorithm is proposed. 

In CBWH-MS,  Eq. 8 is employed to transform only the target model but not the target candidate 
model. A new weight formula is defined as: 
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And simplify Eq. 10 as: 

iui v ωω ′=′′                                                                                                                                                                (11) 

Eq. 11 clearly reflects the relationship between the weight calculated by using the usual target 
representation (i.e. iω ) and the weight calculated by exploiting the background information (i.e. iω ′′  ). 

If the color of point i  in the background region is prominent, the corresponding value of vu' is small. 
Hence in Eq. 11 this point’s weight is decreased and its relevance for target localization is reduced. 
This will then speed up mean shift’s convergence towards the salient features of the target. Note that 
if we do not use the background information, vu' will be 1 and iω ′′  will degrade to iω  with the usual 

target representation. 

Object Tracking 

The Kalman Filter (KF). The CBWH-MS algorithm is not well suited for tracking objects in the 
presence of  occlusions as MS algorithm does. In order to improve this problem a KF is used. The KF 
[10] is a state estimation algorithm which compares state prediction against state measurements to get 
an accurate estimation of the true state.    

Let the state prediction of the filter be [ ]cccc yxyxX  ,,,= , where cx  and cy  represent the velocity 

in  xc and  yc , respectively. The discrete-time process model will be given by: 

( )QNX
t

t

X tt ,0

1000

0100

010

001

1 +


















Δ

Δ

= −                                                                                                                     (12) 

Proceedings of the 2nd International Conference On Systems Engineering and Modeling (ICSEM-13)

Published by Atlantis Press, Paris, France. 
© the authors, 2013 

0689



where Δt is the sampling time and N(0,Q) represents a normal distribution for the model with a 
covariance given by Q. For initialization,  the initial positions are set to the initial centers of the object 
(computed in the very first frame) and the velocities are arbitrarily initialized (e.g. to 1). The 
discrete-time measurement model is given by: 
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Where N(0,R) is the zero-centered normal distribution corresponding to the uncertainty in the 
measurement, with R  as the covariance matrix for the measurement. 

The KF approach is applicable with the appropriate Δt, Q and R. 
The Tracking Algorithm Based on MS with CBWH and KF. When there is a partial or full 

occlusion, the Bhattacharyya coefficient drops [11]. Therefore, one of the best methods for detecting 
this error of tracking is studying changes of the Bhattacharyya coefficient during the tracking. 

Based on the above analyses, the occlusion of the target can be identified by Bhattacharyya 
coefficient and then the proposed tracking algorithm, i.e. the KF-CBWH-MS algorithm, can be 
developed. The implementation of the whole algorithm is summarized as follows: 
1) Initialize the position y0 of the target candidate region in the previous frame. Calculate the target 
model q̂  by Eq. 1 and the background-weighted histogram{ } muuo ,,1

ˆ = , and then compute { } muuv ,,1=  

by Eq. 8 and the transformed target model q̂′  by Eq. 6.  
2) Let  k ← 0. 
3) Calculate the target candidate model ( )0ˆ yp  using Eq. 2 in the current frame. 

4) Calculate the weights according to Eq. 11. 
5) Calculate the new position  y1 of the target candidate region using Eq. 4. 
6) Let 01 yyd −← , 10 yy ← , 1+← kk . Set the error threshold 1ε (default value: 0.1), the 

maximum iteration number N. 
If   Nkd >< or1ε      Stop and go to step 7; 
Otherwise                  k ← k+1  and go to step 3. 
7) If  [ ] 21 ˆ),(ˆ ερ <′qyp  , estimate object position using KF by Eq. 13. Then go to step 3. 

Experiments 

This section evaluates the proposed KF-CBWH-MS algorithm in comparison with the MS 
algorithm [4] and the CBWH-MS algorithm [8]. Experiments are carried out on two sequences 
clipped from PETS2001 dataset in which the objects being occluded in complex background. And the 
programming environment is MATLAB 7.01. The resolution of video is 720×576 and frame rate is 
25fps. In the experiments, the RGB color space was used. Each color band was equally divided into 
16 bins (16×16×16).  

The first clipped video (59 frames) is a car sequence where the object (a blue car) is partially 
occluded by a pine tree (frames: 14 - 47).  Fig. 1 shows the tracking results of MS algorithm is not 
good, since the influence of the similar object features background and the occlusion. Like the MS 
algorithm the CBWH-MS algorithm diverges when occlusion occurs, but this algorithm tracks the car 
well before the occlusion occurs due to CBWH scheme. The proposed KF-CBWH-MS algorithm 
tracks the car well through out the sequence without divergency since the KF prediction.  

 
 (a) The MS algorithm 
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 (b) The CBWH-MS algorithm 

 
 (c) The KF-CBWH-MS algorithm 

Fig. 1: Tracking results of the car sequence by different tracking algorithms. The frames 10, 20, 30, 40 and 55 are displayed. 

The second experiment is on the same scene with a people sequence (168 frames), in where the 
target is fully occluded by a pine tree (frames: 62 - 113) until he gets out of it. Since the full occlusion, 
the tracking results are much more different. As can be seen in Fig. 2, only the proposed 
KF-CBWH-MS algorithm can effectively track the target over the whole sequence, but neither MS 
algorithm nor CBWH-MS algorithm. However, the CBWH-MS scheme still works better than the 
original MS algorithm before the occlusion occurs. 

 
(a) The MS algorithm 

 
(b) The CBWH-MS algorithm 

 
(c) The  KF-CBWH-MS algorithm 

Fig. 2: Tracking results of the people sequence  by different tracking algorithms. The frames 10, 46, 88, 118 and 138 are displayed. 

Summary 

The MS tracking algorithm works well when there is a lot of information in the frames, a notorious 
difference in contrast, and illumination without presence of noise. However, this algorithm 
performance is not unfortunately acceptable when facing severe or complete occlusions, especially in 
complex environment. The way to solve this problem, proposed in this paper, is a combination of 
CBWH and KF introduced to the MS framework. The proposed algorithm (i.e. KF-CBWH-MS) is 
employed to provide an optimum solution to object tracking problems. The CBWH could reduce the 
relevance of background information and improve the target localization. The KF yields to very good 
results when dealing with total occlusion due to the prediction of the target’s motion based on the 
previous frames measurements. Experimental results show KF-CBWH-MS algorithm performs 
robustly in complex scenes where occlusion occurs.  
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