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Abstract 

During the teaching of subspace method 

in signal processing, many students are 

confused about the signal models, which 

are dependent on different practical ap-

plications. In this paper, we introduce a 

simple example to reveal the basic idea of 

subspace method. The students are only 

required to have prior knowledge on def-

inition of Euclid distance, cosine formula 

of triangle and eigenvalue decomposition. 
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1. Introduction 

During the past two decades, subspace 

method has been the subject of extensive 

research for its potential applications in 

science and technology, especially in ra-

dar and acoustic signal processing, wire-

less communication, geophysical explora-

tion, image enhancement and image 

recognition
 [1]

. 

Subspace method has played a funda-

mental role  in the array processing appli-

cations such as position location and 

tracking systems. Early direction finding 

methods incorporate beamforming tech-

niques
[2] 

to electronically steer the array 

in one direction at a time and measure the 

corresponding output power. The major 

drawback of this approach is its low reso-

lution, that is, the ability to resolve two 

closely spaced sources. Other direction 

finding approaches include Maximum 

Likelihood(ML) techniques
[3]

 and 

eigenstructure methods such as MUSIC 

(MUltiple SIgnal Classificatin)
[4] 

and ES-

PRIT
[5]

. These algorithms are so-called 

subspace-based high-resolution direction 

finding algorithms and have attracted sig-

nificant attention and research interest.  

However, during the teaching of sub-

space method in signal processing, many 

students are confused about the signal 

models, which are dependent on different 

practical applications. In this paper, we 

introduce a simple example to reveal the 

basic idea of subspace method. The stu-

dents are only required to have prior 

knowledge on definition of Euclid dis-

tance, cosine formula of triangle and ei-

genvalue decomposition. 

2. Localization using distances 

2.1. Problem formulation 

Consider a localization problem in a 

plane. The x-coordinates of n points are 

1 2[ , , , ]T

nx x xx  

where [ ]T
denotes transposition. The 

corresponding y-coordinates are 

 1 2, , ,
T

ny y yy  

The coordinate of another point is 

0 0( , )x y  

The distances between this point and 

the n points are 

International Conference on Information, Business and Education Technology (ICIBIT 2013)

© 2013. The authors - Published by Atlantis Press 980



 1 2, , ,
T

nr r rr  

The problem is: given x , y  and r , 

how to determine 
0 0( , )x y . 

2.2. Conventional method 

The conventional solution to the above 

mentioned problem is to finding the cross 

point of n circles associated with n dis-

tances. It is a nonlinear problem without 

closed-form solution.  

2.3. Subspace method 

Let
[6]

 

 0 0x y  N NA x e y e  

we have 
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   where 

2 2( ) ( )km k m k mg x x y y     

The cosine formula is used to derive 

the above equation, i.e., 

0 0 0 0

2 2 2

( )( ) ( )( )

cos

k m k m

k m km

k k km

x x x x y y y y

r r

r r g



    



  

 

 Obviously, the rank of matrix Q  is 

not larger than 2. In other words, the col-

umn vector of A is orthogonal to the null 

subspace of matrix Q . 

Let the eigenvalue decomposition of 

matrix Q  be 

   1 2 1 2

T 
  

 

Λ 0
Q Q Q Q Q

0 0

 

where 1Q  is 2n  matrix, 2Q  is 

( 2)n n   matrix, Λ  is 2 2  diago-

nal matrix 

Therefore, we have 

 2 2 0 0 0T T x y   N NQ A Q x e y e  

Straightforwardly, the above problem 

is solved in a closed-form as 

2 2
0

2 2

2 2
0

2 2

T T

n

T T

n n

T T

n

T T

n n

x

y





e Q Q x

e Q Q e

e Q Q y

e Q Q e

 

where 

 1 1 1
T

n e  

3. Conclusion 

Without introducing any complex signal 

models, teachers can also pass on the 

basic idea of subspace method to students 

who are only required to have prior 

knowledge on definition of Euclid dis-

tance, cosine formula of triangle and ei-

genvalue decomposition.  
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