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Abstract—The sea state of South China is influenced by 

typhoon obviously. It is important to carry out the long-term 

prediction of typhoon wind, wave height and wave period for the 

coastal and offshore engineering. In this paper the measured 

wind and wave data during typhoon processes from 1964-1989 

are used to predict the extreme sea states by using Grey Markov 

Chain Model. The calculated results show the reasonableness of 

the proposed method.  
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I. INTRODUCTION 

Catastrophes induced by typhoon always bring the severe 

damages in coastal and offshore regions of China Sea. The 

study of typhoon induced sea environment conditions is the 

important problem in the designing of coastal and offshore 

structures. The routine way is to carry out statistic analysis 

using measured or hindcast data to reflect the wave 

characteristics
 [1]

. In the engineering field,  long-term prediction 

of extreme sea conditions is normally based on series of wind 

and wave parameters, which are fitted to some probability 

distributions, such as Extreme ValueⅠ (Gumbel), Extreme 

Value Ⅱ ,Extreme Value Ⅲ  (Weibull) and some joint 

probability distributions 
[2]-[8]

. The accuracy of the method  

depends on the data quality of sea states. If the measured data 

is not enough, the hindcast data will be needed.  

In this paper the Grey Markov Chain Model (CMGM) will 

be proposed for prediction of  typhoon induced sea conditions. 

II. METHODOLOGY 

Grey Model (GM) is firstly proposed by Deng, which is the 

effective approach for dealing with the variable series with 

strongly random characteristic 
[9]

. The most common grey 

forecasting model is GM (1, 1). First order differential equation 

is adopted to match the data generated by the Accumulation 

Generating Operations (AGO). The model can be established 

as following.  

Let the original data series X  be 
   )(,),3(),2(),1( )0()0()0()0(0 nxxxxX  . 

Then generate the one-time AGO series X(1) by 
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In Eq.1, the parameter a is called the developing coefficient 

and u is named grey input. The values of a and u can be 

estimated by the least-squares error method.  

After substituting values of a and u into Eq.1, the solution 

of Eq.1 can be further defined. The initial condition is set as 

)1()1(X   , the 1-step ahead forecasted value (time response 

function) can be written as: 
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Finally, the predicted value can be estimated as:  
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In the above-mentioned algorithm of GM (1, 1), the initial 

condition is set as. )1()1(X  This way will pay more 

importance on the farthest datum of modeling data, so the use 

of the latest datum may not be enough, which may create some 

errors in the prediction. Therefore, GM (1, 1) may not have 

enough ability to predict the fluctuate variance. This paper, 

hence, proposes setting the initial condition as )()1( nX  to 

fully catch the latest tendency which is based on the principle 

that new information should be used fully. Thus, the solution of 

Eq.1 can be written as:  
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And the predicted value can be still estimated as:  
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GM is suitable for the prediction of short data series with 

upward trend. For the strongly fluctuating variables such as 

extreme sea environment conditions, the predicted results will 

show the obvious error. So in this study, Grey Markov Chain 

Model (GMCM) is used for dealing with the prediction error 

and increasing the model accuracy. In GMCM the residual 

error of prediction value (see Eq.4) is divided into different 

states, and the state transition probability from state i to state j 

after k steps is obtained by Eq.5. 
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where Mij(k) is the number of state transition from state i to 

state j after k steps and Mi is the total number of i state. Finally, 

the s-state m-step state transition matrix is defined as: 
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Because of the uncertainty of last state, it usually eliminates 

the last k data when establishing k step state transition 

probability matrix. And because there are uncertainties in the 

boundary of the state, we can make sure the future transition 

state Ei of the system by a lot of pilot calculation. And interval 

of prediction value is [E1i, E2i]. The prediction value can be 

obtained as: 
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where 2/)( 21   , 21, are the lower bound and 

upper bound of certain state. 

Once one model is established, we should test whether it is 

reasonable. Grey model usually test by posterior variance test 

method.   

The mean value and variance of original data series are: 
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The residual can be defined as: )()()( )0()0( kxkxkq
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and the mean value and variance of all the residual of the data 

are: 
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The GMCM can be tested using small error probability as:  
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III. LONG-TERM PREDICTION OF EXTREME SEA CONDITION OF 

THE SOUTH CHINA SEA  

In this study, measured data of typhoon induced wind speed, 

wave height and wave period of Dapeng Bay (duration 1964-

1989) are used to establish the AGO model. The prediction 

data from 1990 to 1999 using GMCM will be checked with the 

synchronal measured data.  

Table1 lists the developing coefficient a and grey input 

coefficient u in the grey models of wind speed, wave height 

and wave period. In GMCM the residual error correction 

should be performed by using Markov chain. The revised 

prediction data are shown in Fig.1 to Fig.3, which are 

compared by measured data series. Posterior variance ratio C 

and small error probability p of different variables are also 

listed in Table2. Result shows that GMCM is effective and 

reasonable model for long-term prediction of extreme sea state 

factors induced by typhoon.   

 

Table1. Parameters of GMCM 

 a u C p 

Wind speed  -0.0155 15.43 0.42 0.89 

Wave height -0.0104 4.19 0.46 0.87 

Wave period 0.0006 8.99 0.31 0.93 
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Fig.1. Predicted wind speed by using GMCM 

 

 
Fig.2. Predicted wave height by using GMCM 

 

 
Fig.3. Predicted wave period by using GMCM 

 

The measured and hindcast data of wind speed, wave 

height and wave period during 1964 to 1999 are taken as 

sample for long-term probability analysis. According to the 

diagnostic checks results, all the data of the wind speed, the 

wave height, and the period well fit to the generalized extreme 

value distribution (see Fig.4-6). The parameters of marginal 

distributions are shown in Table 2 

. 

 
Fig. 4. Distribution of diagnostic testing of wind speed 

 
Fig.5. Distribution of diagnostic testing of wave height 

 

 
Fig. 6. Distribution of diagnostic testing of wave period 

  

Table 2. Parameters of marginal distribution 

Variable Wave  

height(m) 

Wave  

Period(s) 

Wind 

 Speed  

(m/s) 

Location  

parameterμ  

4.26 17.85 8.33 

Standard 

deviation of μ  

0.235 0.94 0.20 

Scale  

parameterσ  

1.49 5.94 1.29 

Standard  

deviation of σ  

0.17 0.71 0.147 

Shape 

parameterξ  

-0.17 -0.37 -0.33 

Standard  

deviation of ξ  

0.11 0.12 0.105 

 

IV. CONCLUSIONS  

The wave characteristics of South China Sea have typical 

season variations due to the influence of typhoon system. 
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GMCM is an accurate model for predictions of typhoon 

induced wind speed, wave height and wave period.  
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