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Abstract 

There is a problem of applying of combining rules to 

evidence which were got from different information 

sources in framework of Dempster-Shafer theory. In 

this work the conflict measure and index of decreasing 

of ignorance in frame of Dempster-Shafer theory are 

introduced for characterization of quality of applied 

combining rules. Those functionals are analyzed on the 

bodies of evidences of special type. It is shown that the 

great correlation between the bodies of evidence is a 

sufficient condition of decreasing of ignorance after the 

applying of combining rule. The relationships between 

the measure of conflict and the index of decreasing of 

ignorance in the case of different types of evidences and 

actions of various combining rules are investigated. 

Keywords: Theory of evidence, combining rules, 

changing of ignorance, conflict measure. 

1. Introduction  

The combining rules are considered in Dempster-Shafer 

theory [2, 14] (theory of evidence, theory of belief func-

tion) for fusion of information that was obtained from 

various sources. The Dempster’s rule was a first com-

bining rule [2]. This rule has subjected to numerous 

critics [3, 4, 17-20]. As a result, new combining rules 

were suggested. All these rules have an advantages and 

disadvantages. They can give the correct result in one 

situation and non correct result in other situation. This 

related with following reasons: 1) availability of con-

flict of evidence; 2) availability the great deficiency of 

information in evidences (ignorance of evidence); 

3) different interpretability of evidence. We won’t ana-

lyze the third reason in this article but we will focus on 

first and second reasons.  

The effectiveness of applying of combining rule may 

be estimated by quantity of decreasing of ignorance af-

ter the using of combining rule. The quantity of igno-

rance of evidence we will calculate with help of impre-

cise indices. Those indices were researched in many 

works in imprecise probability theory. In this article we 

will use axiomatic approach to defining of imprecise 

indices which was proposed in [1, 9]. Suppose that we 

used some combining rule R  for combining of two ev-

idences. As a result we get new evidence. There is a 

question about amount of decreasing of ignorance after 

the using of combining rule R . The index of decreas-

ing of ignorance will be introduced with help of impre-

cise indices.  

There are different approaches for defining of con-

flict measure among belief functions. For example the 

well-known distance approach is considered where the 

conflict measure is defined with help of distance be-

tween two basic probability assignments (bpa’s) [11, 

12]. In this paper the measure of conflict will be intro-

duced by axiomatically as a functional that defined on 

the Cartesian product of belief function sets. 

We will give the basic notions and notations from 

Dempster-Shafer theory in section 2. The index of de-

creasing of ignorance will be introduced and investigat-

ed on the two bodies of evidences of special type for 

Dempster's and Yager's rules in section 3. The condi-

tions will be found to guarantee the decreasing of igno-

rance after applying of different combining rules. The 

conflict measure will be axiomatically introduced and 

investigated in section 4. The general view of bilinear 

conflict measure will be found. In section 5 the rela-

tionship between the measure of conflict and the index 

of decreasing of ignorance will be investigated by ana-

lytically and statistically in the case of special types of 

evidences and the application of Dempster rule. 

2. Theory of evidence 

2.1. Belief function and body of evidence 

The concepts of belief and plausibility functions are the 

main notions of the Dempster-Shafer theory (theory of 

evidence). Let X  be a finite universal set and 2
X  be 

the power set of X . Consider a belief measure (or be-

lief function) [15] : 2 [0,1]X
g → . In the theory of evi-

dence [14] the value ( )g A , 2X
A∈ , is interpreted as 

the degree of belief that the true alternative of X  be-

longs to the set A  [15]. A belief function g  is defined 

in evidence theory by a set function ( )gm A , called 

basic probability assignment (bpa). It satisfies the fol-

lowing conditions [14]: 

 

: 2 [0,1]X

g
m → , ( ) 0, ( ) 1g gA X

m m A
⊆

∅ = =∑ . (1) 

 

Then :( ) ( )gB B Ag A m B⊆= ∑ . Let the set of all belief 

measures on 2
X  be denoted by ( )Bel X . 

Belief function g , and its dual, plausibility function 

g , are considered together in evidence theory. The dual 

of g  is calculated by ( ) 1 ( )g A g A= − , 2
X

A∈ .  
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Basic probability assignment gm  may be computed 

by belief function g  with help of so called Möbius 

transform of g : \
:( ) ( 1) ( )B A

g A A Bm B g A⊆= −∑ .  

Belief and plausibility functions can be considered as 

lower and upper estimations of probabilities. Indeed, for 

any belief measure g  one can find a probability meas-

ure p  such that ( ) ( ) ( )g A p A g A≤ ≤  for all 2
X

A∈ . 

Then the pair ( ( ), ( ))g A g A  shows the uncertainty of 

probability, assigned to the event A . 

The belief function has following statistical interpre-

tation. Let N  experts were opinions (evidence) about 

the values of a some variable x X∈ . Moreover 
i

c , 

1,...,i k= , experts from N  assert that 
i

x A∈ , 

1,...,i k= , where 2
X

iA ∈ . We have 1
k
i ic N= =∑ . Let 

( )
i i

m A c N=  be a frequency of evidence about 
i

x A∈ , 

1,...,i k= . The subset 2
X

iA ∈  is called by a focal ele-

ment if ( ) 0
i

m A > . Let A  is a set of all focal elements. 

The set function ( ) ( )
i

m A m A=  if 
i

A A= ∈A  and 

( ) 0m A =  otherwise satisfies the condition (1). Then 

pair ( , )F m= A  is called a body of evidence. We will 

denote through ( )gA  and ( )F g  the set of all focal el-

ements and the body of evidence correspondingly relat-

ed with belief function g . 

 

2.2. Combining rules in Dempster-Shafer theory 

Suppose that we have two bodies of evidence 
(1) (1)

1 ( , )F m= A  and (2) (2)
2 ( , )F m= A  which are defined 

on the set X . For example, they may be received from 

two different sources of information. Then we have a 

problem of combining of two different evidence in one 

evidence. The different rules of combining of evidence 

are considered in Dempster-Shafer theory. In general a 

combining rule is a some operator 

: ( ) ( ) ( )R Bel X Bel X Bel X× → . The more detailed and 

critical review of different combining rules may be 

found in [13]. We will mention some basic rules of 

combining. 

 

a) Dempster’s rule. This rule was introduced in [2] 

for combining of upper and lower probabilities based 

on the assumption that two basic probability assign-

ments were independent. But later Shafer [14] has gen-

eralized the rule as a definition for combining of inde-

pendent evidence. It rule is defined as  

 

1 2

(1) (2)

1 2

1
( ) ( ) ( )

1
D

A A A

m A m A m A
K ∩ =

=
−

∑ , A ≠ ∅ , 

( ) 0
D

m ∅ = , 
1 2

(1) (2)

1 2( ) ( )
A A

K m A m A
∩ =∅

= ∑ .  (2) 

 

The value K  characterizes the amount of conflict of 

two sources of information those described by bodies of 

evidence (1) (1)
( , )mA  and (2) (2)

( , )mA . If 1K =  then 

sources of information are absolutely conflicting and 

the Dempster’s rule may not be applied. This rule has 

subjected to numerous critics [3, 4, 17-20]. New ap-

proaches of combining of evidence were suggested as a 

result of this critic. 

 

b) Discount rule. This rule was introduced by Shafer 

[14]. The main idea was consisted to using of some co-

efficient [0,1]α ∈  for discounting of basic probabili-

ties: ( ) (1 ) ( )m A m A
α α= − , A X≠ , ( )m X

α =  

(1 ) ( )m Xα α+ − . This coefficient characterizes the de-

gree of reliability of information: if 0α =  then source 

of information is absolutely reliable. If 1α =  then 

source of information is absolutely no reliable. The 

Dempster’s rule (2) applies after discounting. If 

(0,1)α ∈  then discount rule (2) may be applied for any 

bodies of evidence. 

 

c) Yager’s modified Dempster’s rule. This rule was 

introduced in [19] and it is defined as 

 

 1 2

(1) (2)

1 2( ) ( ) ( )
A A A

q A m A m A
∩ =

= ∑ , 2
X

A∈ ,  (3) 

( ) ( )
Y

m A q A= , ,A X≠ ∅ , ( ) ( )
Y

m q K∅ = ∅ = , 

 ( ) ( ) ( )
Y Y

m X m q X= ∅ + , 

 

where value K  is defined by (2). The value 
(1) (2)

( ) ( ) ( )q X m X m X=  characterizes the amount of 

ignorance in two bodies of evidence (1) (1)
( , )mA  and 

(2) (2)
( , )mA . Therefore Yager’s rule uses information 

about conflict (value ( )q ∅ ) and ignorance (value 

( )q X ) only when computed the bpa of universal set 

X . This means that Yager’s rule is very cautious rule. 

 

d) Inagaki’s unified combination rule [6]. This rule is 

determinated with help of set function ( )q A  that used 

Yager [19] in (3) and nonnegative parameter k : 

 

 ( ) ( )(1 ( ))
I

m A q A kq= + ∅ , A X≠ , 

( ) ( )(1 ( )) ( )(1 ( ) )
I

m X q X kq q kq k= + ∅ + ∅ + ∅ − , 

 

where 0 1 (1 ( ) ( ))k q q X≤ ≤ − ∅ − . If 0k =  then we 

have Yager’s rule. If 1 (1 ( ))k q= − ∅  then we get 

Dempster’s rule. Therefore Inagaki’s rule uses infor-

mation about conflict and ignorance when computed the 

bpa of all sets with some coefficient (1 ( ))kq+ ∅  that 

defined relation between the conflict and ignorance.  

 

e) Zhang’s center combination rule. This rule was in-

troduced in [21] and it is defined as 

 

1 2

(1) (2)

1 2 1 2( ) ( , ) ( ) ( )Z

A A A

m A r A A m A m A
∩ =

= ∑ , 2
X

A∈ , 

 

where 1 2( , )r A A  be a measure of intersection of sets 1A  

and 2A . For example 1 2 1 2 1 2( , )r A A c A A A A= ∩  or 
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1 2 1 2 1( , )r A A c A A A A= ∩ ∪  Jaccard similarity coef-

ficient, where 0c >  is a normalizing factor. 

 

f) Dubois and Prade’s disjunctive consensus rule. 

This rule was introduced in [5] and it is defined as 

 

1 2

(1) (2)

1 2( ) ( ) ( )DP

A A A

m A m A m A
∪ =

= ∑ , 2
X

A∈ . 

 

There are more other combination rules. These ex-

amples of combination rules show us that we must take 

into account the information about conflict and igno-

rance when we make combination of evidence. Below 

we define the functionals by which we will calculate the 

quantity of conflict and ignorance in every concrete sit-

uation of combining. 

 

3. Changing of ignorance after application of com-

bining rules 

The effectiveness of applying of combining rule may be 

estimated by quantity of decreasing of ignorance after 

the using of combining rule. We will use the notion of 

imprecision index for calculate the quantity of igno-

rance. In general imprecision index f  is defined on the 

set ( )Bel X  and it characterizes the degree of deviation 

(measure of uncertainty) of belief function g  from 

probability measure. We show that this measure of un-

certainty may be considered as a level of information 

ignorance contained in the measure g . We want the 

value of ignorance would decrease after using of com-

bining rule. The degree of such decreasing may be es-

timated with help of comparison ( )f g  with 1( )f g  and 

2( )f g  where the g  be a belief function after a combi-

nation of evidence 1( )F g  and 2( )F g . 

 

3.1. Imprecise indices 

Measuring uncertainty plays a major role in uncertainty 

theories, in particular, probability theory, information 

theory, fuzzy sets theory, theory of evidence and so on. 

There are some ways how to define such measures in 

the theory of evidence. We will follow approach that 

was introduced in [1, 9]. 

Let we know only that the “true” alternative is in a 

nonempty set B X⊆ . This situation can be described 

by the non-additive measure (the so-called primitive 

belief function)  

 

 
1,

( )
0,

B

B A
A

B A
η

⊆
= 
 �

, A X⊆ , B ≠ ∅ , 

 

which gives the lower probability of an event A , and 

Hartley’s measure 2( ) logBH Bη =  can be justified. It 

is easily seen that nature of uncertainty associates with 

imprecision of the information. Hartley’s measure char-

acterizes the degree of imprecision of the information 

about belonging of “true” alternative. 

The generalization of this case consists in the follow-

ing. Let ( )g Bel X∈ . Consider a pair ( ),g g , 

( ) ( )g A g A≤  for all 2
X

A∈ , ( ) ( ) 0g g∅ = ∅ = . We be-

lieve that there is a “true” probability measure P  on 

2
X  with ( ) ( ) ( )g A P A g A≤ ≤  for all 2

X
A∈ . In other 

words, set functions ,g g  give us upper and lower 

bounds of probabilities, and for any event 2
X

A∈  we 

have only the interval [ ( ), ( )]g A g A  of possible values 

of a “true” probability ( )P A .  

They are generalized Hartley’s measure. Let g  be a 

belief function, i.e. it can be represented by 

2 ( )X BBg m B η∈= ∑ , where ( ) 0m ∅ = , ( ) 0m B ≥  for all 

2XB ∈  and 2 ( ) 1X
B m B∈ =∑ . Then generalized Hart-

ley’s measure is defined by 

 

 ( ) 2

2 \{ }

( ) log
X

B

GH g m B B
∈ ∅

= ∑ . (4) 

 

Definition 1. A functional : ( ) [0,1]f Bel X →  is 

called imprecision index if the following conditions are 

fulfilled: 1) if g  be a probability measure then 

( ) 0f g = ; 2) 1 2( ) ( )f g f g≥  for all 1 2, ( )g g Bel X∈  

such that 1 2g g≤ ; 3) ( ) 1Xf η = . 

An imprecision index f  on ( )Bel X  is called linear 

if for any linear combination 1 ( )k
j jj g Bel Xα= ∈∑ , 

jα ∈R , ( )jg Bel X∈ , 1,...,j k= , we have 

( )1
k

j jjf gα= =∑ ( )1
k

j jj f gα=∑ . 

We notice first that belief function g  may be repre-

sents as a linear combination of primitive belief func-

tions Bη :  

 

 
2 \{ }

( )
X

g B

B

g m B η
∈ ∅

= ∑ . (5) 

 

The set of { }Bη , 2 \{ }
X

B ∈ ∅ , is a basis in the set 

( )Bel X  in the sense that any belief function 

( )g Bel X∈  is represented uniquely as a convex com-

bination of primitive measures { }Bη , 2 \{ }
X

B ∈ ∅ . 

On the other hand any linear functional f  on ( )Bel X  

is defined uniquely by its values on a chosen basis of 

( )Bel X . This enables to define f  by the set function 

: 2X
fµ → R  with the following property 

( )( )f BB fµ η= , 2 \{ }
X

B ∈ ∅ . We take by definition 

that ( ) 0fµ ∅ =  for any linear imprecision index f . 

The different representations of imprecision index were 

found in [9]. In this article we will use the simplest rep-

resentation that is received from Definition 1 and for-

mula (5) directly. 

Proposition 1. The functional : ( ) [0,1]f Bel X →  is 

a linear imprecision index on ( )Bel X  iff 
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2 \{ }

( ) ( ) ( )
X

g f

B

f g m B Bµ
∈ ∅

= ∑ , (6) 

 

where set function fµ  satisfies the conditions:  

1) ( ){ } 0f xµ =  for any x X∈ ;  

2) ( )( ) 1f XX fµ η= = ;  

3) fµ  be a monotonic set function i.e. 

( ) ( )f fB Bµ µ≤′ ′′  if B B⊆′ ′′ . 

The generalized normalized Hartley’s measure 

0 2logGH GH X=  (see formula (1)) is an example of 

linear imprecision index. A formula (4) and (6) shows 

us that linear imprecision index f  determines some 

distribution on the body of evidence. This distribution 

has a some density fµ . The greater value of density 

corresponds to the focal element which is greater by 

cardinality. The availability of great by cardinality and 

weight evidence characterizes the greater degree of ig-

norance. Therefore the value of linear imprecision in-

dex ( )f g  estimates this degree of ignorance.  

Notice that the set of all linear imprecision indices is 

a convex set.  

 

3.2. Index of decreasing of ignorance 

Suppose that we have two bodies of evidence 
(1) (1)

1( ) ( , )F g m= A  and (2) (2)
2( ) ( , )F g m= A  which are 

defined on the set X . These bodies of evidence corre-

sponds belief functions 1g  and 2g  correspondingly. Let 

: ( ) [0,1]f Bel X →  be a some linear imprecision index 

that estimates the degree of ignorance contained in the 

measure g . Suppose that we used some combining rule 

R  for combining of evidence 1( )F g  and 2( )F g . As a 

result we get new belief function 1 2( , )g R g g= . Then 

we have a question about amount of decreasing of igno-

rance after the using of combining rule R . The degree 

of such decreasing may be estimated with help of com-

parison ( )f g  with 1( )f g  and 2( )f g . For example we 

may introduce the following indices of decreasing of 

ignorance 

 

( | ) ( ) ( ( , ))R i j i i jI g g f g f R g g= − , , {1,2}i j ∈ , 

{ }1 2 1 2 2 1( , ) min ( | ), ( | )
R R R

I g g I g g I g g= . 

 

The decreasing of ignorance corresponded to the case 

of positivity of index 1 2( , )RI g g . Notice these indices 

were introduced in [8]. 

We consider some partial cases of variation of igno-

rance when evidences are combined. The following sit-

uation of “consensual evidences” is a very important 

case of combining. Let (1)
A  and (2)

A  are the two sets 

of focal elements satisfying the conditions: 

1) A A′ ′′∩ = ∅ , B B′ ′′∩ = ∅  for all 
(1)

,A A′ ′′∈A , 
(2)

,B B′ ′′∈A ;  

2) for every (1)
A∈A  exists a unique (2)

B ∈A  such 

that A B∩ ≠ ∅ ;  

3) for every (2)
B ∈A  exists a unique (1)

A∈A  such 

that A B∩ ≠ ∅ . 

Thus there is a one-to-one correspondence ϕ  be-

tween the elements of sets (1)
A  and (2)

A .  

Consensual evidences appear, for example, in cases 

where two experts give us the information in the some 

"outlined framework" (eg, optimistic and pessimistic 

scenarios for the development of a situation). 

If two sets of focal elements satisfy the conditions 1)-

3) and the additional condition  

4) ( )A Aϕ⊆  for all (1)
A ∈A  then we will call this 

situation by “clarifying evidences”. 

We have a question about decreasing of ignorance af-

ter combining of “consensual evidences”. It turns out 

that the answer on this question depends from combin-

ing rule. At first we formulate the result about combin-

ing of consensual evidences with help of Dempster’s 

rule. Then the following statement about the index of 

decreasing of ignorance is true.  

Proposition 2. Let (1) (1)
1( ) ( , )F g m= A  and 

(2) (2)
2( ) ( , )F g m= A  are the two bodies of evidence sat-

isfying the conditions 1)-3). Then the index of decreas-

ing of ignorance 1 2( , )DI g g  will positive for 

Dempster’s rule if the following condition is true: 

 

 
(1)

(1) (2)
( ) ( ( ))

A

m A m Aϕ
∈

>∑
A

 

(1)

(1) (2)( ) ( ( ))
max ( ( )) max ,

( ( )) ( )
f

A
f f

m A m A
A A

A A

ϕ
µ ϕ

µ ϕ µ∈

  
∩  

  A

. (7) 

 

The condition (7) is simplified in the case of “clarify-

ing evidences”. 

Corollary 1. Let two bodies of evidence 
(1) (1)

1( ) ( , )F g m= A  and (2) (2)
2( ) ( , )F g m= A  satisfy the 

conditions 1)-4). Then the index of decreasing of igno-

rance 1 2( , )DI g g  will positive for Dempster’s rule if the 

following condition is true: 

 

 
(1)

(1) (2)
( ) ( ( ))

A

m A m Aϕ
∈

>∑
A

 

(1)

(1) (2)
( )

max max ( ) , ( ( ))
( ( ))

f

A
f

A
m A m A

A

µ
ϕ

µ ϕ∈

  
 
  A

. (7′) 

 

The expression on the left in (7) (or (7′)) is a scalar 

product two vector-evidences (or correlation between 

the two evidences). Therefore this expression has great 

value if vector-evidences are collinear (or consensual). 

Thus the inequality (7) (or (7′)) means that great corre-

lation of evidences is a sufficient condition for decreas-

ing of ignorance after applying combining rule.  

We have following proposition for Yager’s rule. 

Proposition 3. Let (1) (1)
1( ) ( , )F g m= A  and 

(2) (2)
2( ) ( , )F g m= A  are the two bodies of evidence sat-

isfying the conditions 1)-3). Then the index of decreas-

ing of ignorance 1 2( , )YI g g  will positive for Yager’s 

rule iff 
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        ( )
(1)

(1) (2)( ) ( ( )) 1 ( ( ))f

A

m A m A A Aϕ µ ϕ
∈

− ∩ >∑
A

 

( )
(1)

(1)
max ( ) 1 ( ) ,f

A

m A Aµ
∈


−


∑
A

 ( )
(1)

(2)
( ( )) 1 ( ( ))f

A

m A Aϕ µ ϕ
∈


− 


∑
A

. 

 

But the ignorance can’t be decreased for clarifying 

evidences with help of Yager’s rule. 

Corollary 2. Let two bodies of evidence 
(1) (1)

1( ) ( , )F g m= A  and (2) (2)
2( ) ( , )F g m= A  satisfy the 

conditions 1)-4). Then the index of decreasing of igno-

rance 1 2 1 1 2( | ) ( ) ( ( , ))YI g g f g f Y g g= −  will 

nonpositive for Yager’s rule. 

 

4. Conflict measure 

The measure of conflict will be introduced and will re-

search in this section. The many works are devoted to 

analyzing of combinations of conflicting belief func-

tions in framework of Dempster-Shafer theory. The 

value K  is used as a measure of conflict in most re-

searches. But in sometimes the large value of K  does 

not means the availability of large conflict between the 

evidence (see [10]). Therefore the other measures of 

conflict were introduced in a number of works [7, 10, 

16]. 

Below we introduce the measure of conflict axiomat-

ically with help of some measure of intersection of sets. 

Let (1) (1)
1 ( , )F m= A , (1)

1( )g=A A  and 
(2) (2)

2 ( , )F m= A , (2)
2( )g=A A  are the two bodies of 

evidence on X  related with belief functions 1g  and 2g  

correspondingly. We will introduce the notion of meas-

ure of conflict of bodies of evidence 1F  and 2F . 

Let : 2 2 [0,1]X Xr × →  be some measure of intersec-

tion of sets (see the Zhang’s center combination rule) 

that satisfy following conditions:  

1) ( , ) ( , )r A B r B A= ;  

2) ( , ) 0r A B =  if A B∩ = ∅ ;  

3) ( , ) 1r A A = , A ≠ ∅ . 

 

Definition 2. A functional 

: ( ) ( ) [0,1]
r

c Bel X Bel X× →  is called by measure of 

conflict with respect to measure of intersection r  if the 

following condition are fulfilled: 

1) 1 2 2 1( , ) ( , )r rc g g c g g=  for all 1 2, ( )g g Bel X∈ ; 

2) ( , ) ( , )
r r

c g g c g g′ ′′≥  if ( ) ( , )F g F A m′ ′= ∪ , 

( ) ( , )F g F A m′′ ′′= ∪  and ( , ) ( , )r A B r A B′ ′′≤  for all 

( )B g∈A ; 

3) 1 2( , ) 1rc g g =  if A B∩ = ∅  for all 1( )A g∈A , 

2( )B g∈A .  

A measure of conflict 
r

c  on ( ) ( )Bel X Bel X×  is 

called bilinear if 1 2( , )rc g g gα β+ =  

1 2( , ) ( , )r rc g g c g gα β+  for all , [0,1]α β ∈ , 1α β+ = , 

1 2, , ( )g g g Bel X∈ . 

 

Proposition 4. A functional 
r

c  be a bilinear meas-

ure of conflict on ( ) ( )Bel X Bel X×  iff 

 

1 2

(1) (2)

1 2

( ), ( )

( , ) ( , ) ( ) ( )r

A g B g

c g g A B m A m Bγ
∈ ∈

= =∑
A A

(1) (2)
( , ) ( ) ( )

A B

K A B m A m Bγ
∩ ≠∅

+ ∑ , 

 

where ( , ) [0,1]A Bγ ∈  satisfy following conditions: 

а) ( , ) ( , )A B B Aγ γ= ;  

b) ( , ) ( , )A B A Bγ γ′ ′′≥  if ( , ) ( , )r A B r A B′ ′′≤ ;  

c) ( , ) 1A Bγ =  if A B∩ = ∅ . 

 

For example, the measure of conflict 

( )( , ) , ( ( , ))r A BA B c r A Bγ η η ϕ= = , ,A B ≠ ∅ , satisfy 

the conditions a)-c) of Proposition 4 if ϕ  is a 

nonincreasing function for which (1) 0ϕ = , (0) 1ϕ =  

and ( , )r A B  satisfies the conditions 1)-3). 

In this case 
1 2

( , )
r

c g g K=  if  

 

1, ,
( , )

0,

A B
r A B

A B

∩ ≠ ∅
= 

∩ = ∅
 

 

be a primitive measure of intersection. 

 

The measure of conflict may be used for preliminary 

estimating quantity of conflict for two evidences.  

Example. Let (1) (1)
1( ) ( , )F g m= A  and 

(2) (2)
2( ) ( , )F g m= A  are two bodies of consensual evi-

dences (see 3.2). Then 

 

(1)

(1) (2)

1 2( , ) 1 (1 ( , ( ))) ( ) ( ( ))r

A

c g g A A m A m Aγ ϕ ϕ
∈

= − −∑
A

. 

 

In particular if  

 

{ }( , ) 1 ( , ) min ,A B r A B A B A Bγ = − = ∩  

 

then 

 

{ }(1)

(1) (2)

1 2

( )
( , ) 1 ( ) ( ( ))

min , ( )
r

A

A A
c g g m A m A

A A

ϕ
ϕ

ϕ∈

∩
= − ∑

A

. 

 

If we have two bodies of clarifying evidences then 

the last expression is simplified as  

 

(1)

(1) (2)

1 2( , ) 1 ( ) ( ( ))r

A

c g g K m A m Aϕ
∈

= = − ∑
A

. 

 

5. Studying the relation between measure of conflict 

and index of decreasing of ignorance 

We investigate the relationship between the measure of 

conflict and the index of decreasing of ignorance in the 

case of different types of evidences and the application 

of different combining rules. 
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5.1. Statistical investigation 

We will carry out a uniform generation of focal ele-

ments of a particular type of evidence and the basic 

probability assignments. We restrict by generation of 

bodies of evidence which have capacity is equal two. 

Some results of statistical analysis are given below for 

the two body types of combinable evidence. 

 

5.1.1. General case of combinable evidence 

Firstly we consider the general case of combining of 

evidence. 

 

 
Fig. 1: The histogram of conflict measure in general case. 

 

The histogram of conflict measure in general case 

(see Fig. 1) shows us that the number of evidence with 

great conflict is less than the number of evidence with 

small conflict.  

 

DI

 
Fig. 2: Distribution of points ( , )DK I  when combining the 

two evidence in general case. 

 

The mean value of the index of decreasing of igno-

rance decreases with increasing values of the conflict 

measure, but remains positive (see Fig. 2). The value of 

variance increases weakly. 

 
( )

D
P K

 
Fig. 3: The dependence of the estimate of the probability 

{ }( ) 0 |D DP K P I K= >  from conflict in general case. 

 

The Fig. 3 shows us that the probability of non-

negativity of index of decreasing of ignorance is greater 

than 0.5 for all values of the measures of conflict in 

general case of combining of evidence. 

 

5.1.2. Clarifying evidence 

Now we consider the case of clarifying evidence. In this 

case the distribution of the conflict measure and the re-

lationship between the conflict measure and the index 

of decrease of ignorance will be another. 

 

( )
K

h x

 
Fig. 4: The histogram and function of density of conflict 

measure in case of clarifying evidences. 

 

The Fig. 4 shows us that the evidences with median 

conflict are a most common the clarifying evidence.  

 

D
I

 
Fig. 5: Distribution of points ( , )DK I  when combining the 

two clarifying evidences. 

 

The mean value of the index of decreasing of igno-

rance decreases with increasing values of the conflict 

measure and it will be negative in general (see Fig. 5). 

The value of variance increases strongly. 

 
( )

D
P K

 
Fig. 6: The dependence of the estimate of the probability 

{ }( ) 0 |D DP K P I K= >  from conflict in case of clarifying ev-

idences. 

 

The Fig. 6 shows us that the probability of non-

negativity of index of decreasing of ignorance is less 

than 0.5 for almost all values of the conflict measure in 

case of clarifying evidences. 

 

5.2. Analytical investigation 

5.2.1. Upper and lower estimates of the relationship 

between the conflict measure and index of decreasing of 

ignorance 

We now consider the index of decreasing of igno-

rance in case of combining the evidence by the rule R , 

provided that the measure of conflict 
1 2

( , )c g g K= . 

Then the values 
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{ }1 2 1 2
( ) sup ( , ) : ( , )

R R
I K I g g c g g K= = ,  

{ }1 2 1 2
( ) inf ( , ) : ( , )

R R
I K I g g c g g K= =  

 

characterize the upper and lower estimates of the rela-

tionship between the conflict measure and index of de-

creasing of ignorance.  

The following statement is true for the values ( )
D

I K  

and ( )
D

I K  in the case of a combination of clarifying 

evidence. 

Proposition 5. Let we combine two clarifying evi-

dence of cardinality 2, the conflict measure computed 

from formula (2) and the index of decreasing of igno-

rance computed with help of generalized normalized 

Hartley’s measure. Then we have ( )
D

I K K≤ , 

( )
D

I K K≥ − . 

Graphics of upper and lower bounds of functions 

( )
D

I K  and ( )
D

I K  correspondingly are indicated by 

dashed in Fig. 5. 

 

5.2.2. Distribution of random conflict measure 

We now find the theoretical distribution of the con-

flict measure in case of clarifying evidences provided 

that the basic probability assignments of these evidenc-

es have a uniform distributions. 

Proposition 6. Let two clarifying bodies of evidence 

have a cardinality which equal two and their basic 

probability assignments have uniform distributions. 

Then the random variable – conflict measure K , which 

is calculated by the formula (2), has a probability densi-

ty equal to ( ) ln 2 1
K

h x x= − − , [0,1 2) (1 2,1]x ∈ ∪ . 

Graphics of function ( )
K

h x  is indicated by solid in 

Fig. 4. 

6. Summary and conclusion 

There is a problem of choose combining rule at the 

Dempster-Shafer theory. This problem does not have a 

complete solution. It connected with uncertainty of de-

scription of evidence in frame of Dempster-Shafer theo-

ry. The correctness of the combination may depend on 

context of information but not only on structure of in-

formation. However in the some cases we can get the 

information about quality of combining. The solution of 

this problem is associated with analyses of quantity of 

ignorance and conflict of evidence. At this article were 

introduced the index of decreasing of ignorance and 

measure of conflict for calculating of ignorance and 

conflict of evidence. These measures are investigated 

for some important cases of evidence and different 

combining rules. It is shown that the great correlation 

between the bodies of evidence is a sufficient condition 

of decreasing of ignorance after the applying of com-

bining rule. If we have many bodies of evidence (for 

example, we have many sources of information) then 

we may used defined measures for optimal choice of 

bodies of evidence for combining. 
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