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A semi-Markov process with four states, has been applied for modeling two dissimilar unit cold standby 
systems. At the moment that operating unit fails, the standby unit is switched to operate by using a switching 
device that is available with unknown probability 1.  It is also assumed that the failure rate of unit i has the 
general form   1

2 2 1 ,  1,2,i
i i ih t t i  

    where 2 5, ,   are non-negative unknown parameters. In favor 
of semi-Markov structure of the system, maximum likelihood and the Bayes estimators of the unknown 
parameters  1 2 5α , , ,     are obtained while i  are non-negative known constants. Furthermore, the 
estimators are obtained for systems with similar units. Finally, to compare the results a simulation study is 
done. 
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1. Introduction 

Semi-Markov processes, nowadays, have been applied in many areas of sciences, such as reliability theory. In fact, 
many of the reliability systems can be modeled by semi-Markov processes, such as two dissimilar unit cold standby 
system, which has widely been studied and used in industry. Estimation of parameters included in reliability systems 
is a common job in reliability analysis. Recently, in this area, estimating the parameters of life time distributions 
have been received special attentions. In 1983 Sarmah and Dharmadhikari have obtained the moment estimators of 
the parameters included in 1-out-of-2:G repairable system when the failure and repair time distributions of the units 
are exponential with unknown parameters, [5]. After two decades, Sarhan and El-Gohary (2003), have estimated the 
parameters of this model by maximum likelihood and Bayesian methods, [4]. They showed that these methods 
perform better than moments estimation method. Also, the parameters of the lifetimes in k-out-of-m cold standby 
systems with imperfect switches have been estimated using two different approaches by Al-Ruzaiza and Sarhan, [1]. 
In 2004 El-Gohary studied a special case of two dissimilar unit cold standby system. He used the Markov renewal 
theory to estimate the unknown parameters of two similar unit cold standby systems with imperfect switches, when 
failure rates are linearly depend on lifetimes of the system, [3]. For detailed descriptions of semi-Markov and 
Markov renewal processes, see [2]. 

The general failure rate model, that is considered in the present paper, develops linear failure rate, exponential, 
Weibull and Rayleigh distribution models, as well as many other reliability systems with realistic specified life time 
distributions. 

In this article, a semi-Markov process with four states has been considered for modeling two dissimilar unit cold 
standby systems. At the moment that operating unit fails, the standby unit is switched to operate by using a 
switching device that is available with unknown probability 1.  It is also assumed that the failure rate of unit i  has 
the general form   1

2 2 1 ,  1,2,i
i i ih t t i  

    where 2 5, ,   are non-negative unknown parameters. In favor of 
a semi-Markov structure for the system, maximum likelihood and the Bayes estimators of the unknown parameters 
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 1 2 5α , , ,     have been obtained while i  are non-negative known constants. By the fact that the system with 
similar units is a special case of the studied model, the estimators have also been obtained when the system has 
similar units. Finally, to compare the results a simulation study has been done. 
 

Consider a semi-Markov process with finite state space  , also let 0 0 :ip i   P   be a probability 
distribution on  : 0 00, 1.i ii

p p    A Markov renewal process may be  defined as follows: 
Let     ,T , ,  0,1,2,n nT n  ξ  denotes a two-dimensional stochastic process with values in 0, ,   then 
 ,Tξ  is a Markov renewal process if  
 
1.   1 1 0 0 1 1, | , , , , , ,n n n n n n nP j T t i T T P j T t i                
2.  

0

0
0 0 0 .  , 0 iP i T p                    (1.1) 

 
We also assume that the probabilities in (1.1) do not depend on ݊ and denote them by 

   1 1, | ,  , ,ij n n nt P j T t i i j        

as the renewal kernel, and    
,

,,  ij i j
t t t     





  as the renewal kernel matrix. The associated counting 

process representing the total number of transitions within [0, ]t  is denoted by   : 0 ,N t t   where 
   sup : .nN t n T t   A stochastic process   : 0X t t   where     ,N tX t   is called the semi-Markov 

process on ,  generated by Markov renewal process with initial distribution 0P  and the kernel   , 0.t t    

2. Description of the Model  

We will consider a mechanical system which performs by the following settings: 

2.1.  Notation and assumptions 

 The system consists of two dissimilar units which operate in cold standby configuration, a switch and a repair 
facility. 

 When operating unit fails, the standby unit is switched to operate by action of a switching device. The event that 
switching device performs well when required is denoted by ,A with probability 1 ( ).P A   

 The system fails whether operating unit fails and the repair job has not been finished yet, or both the operating 
unit and the switch have been failed. In this case the whole failed system will be replaced by a new identical 
one. 

 The failure rate of unit i  has the general form   1
2 2 1 ,  1,2,i

i i ih t t i  
    where 2 5, ,   are non-

negative unknown parameters whereas i  are non-negative known parameters.  
 The life times of operating units are non-negative random variables iV  with distribution functions  ..iF The 

length of repair periods of unit i  is a non-negative random variable i  with distribution function  ..iG
Replacing time of the failed system is a non-negative random variable   with distribution function  ..M  

 All above random variables are mutually independent. 

2.2.  The semi-Markov model 

In order to describe the semi-Markov reliability model and derive the associated renewal kernel, we will introduce 
the following states: 
 
0.  the system is failed; 
1.  the unit 1 is operating and unit 2 is under repair; 
2.  the unit 2 is operating and unit 1 is under repair; 
3.  the unit 1 is operating  and unit 2 is in standby mode. 
 

Let 0 1 20, , ,    be the successive time instants of the system changes (state transitions). Also let the process 
  , 0X t t   denotes the state of the system at time ,t  with the state space  0,1,2,3 .  Define   ,n nZ X   
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0,1, 2,n   . Then   , ,  0,1,2,n nZ T n    is a Markov renewal process with state space  0,1,2,3 ,  the 
associated semi-Markov process   ,X t  and the following renewal kernels 

           

             

               

03 10 1 1 2 1
0

12 1 2 1 20 2 1 1 2
0 0

21 1 1 2 30 1 1 32 1 1
0

,   ,

,   ,

,   1 ,   .

t

t t

t

t M t t F t G x dF x

t G x dF x t F t G x dF x

t G x dF x t F t t F t



 

  

  

  

   



 



 

 

  

  

By assuming the general failure rate   ,ih t the density functions of the life times are as: 

   1 2 1
2 2 1 2exp[ ( )].i ii

i i i i
i

f t t t t 
  


 

     

3. Estimation of the Parameters 

In this section we will obtain the maximum likelihood and Bayes estimators of the unknown vector ,  based on a 
sequence of observations       0 1 1, 0 , , , , ,n nz i i t i t   from the random vector 

      0 0 1 1, , , , , , ,n nZ T T T     as a trajectory of the semi-Markov process. 

3.1.  Maximum likelihood estimation 

In favor of semi-Markov structure of the system, the maximum likelihood function becomes: 

   
       

   

12 21 32

30

10 20

1 2

1 2

2 2 3 3 4 4 5 5 1

1 1 2 1 1

1 1
2 3 4 5

;α )]

              

exp[ (

1 1 1

                ,

 

n n n

n
k k

k C k C

k k
k C k C

L z A t

G t G t

t t 

        

  

   

 

 

    

   

  

 

 
 

 

 

where 

 

       

1

1 1 2

2

2

03 12 21

1

2 3 4
1

5 1 10 12 30 32 2 20 21
2

2 1

: , , 1, 2, , ,  , ,  

,  ,  ,  

,  ,  

. 

,

ij k k

k
k k

k C k C k C

k

k C

k k k
k C k C k C

C k i i i j k n i j

t
t t

t
C C C C C C C C

A t m t G t G t





  





    

  

  



  



  

  



  



   
 

By taking derivatives of  log ;αL z  w.r.t unknown parameters, we have 

 
 

 
 10 20

1
1

1

1
1

2 112 21 32 30

1 1 1 1 2 1 1

2 1
2 2 3

1

3 1
3 2 3

0,
1 1 1

1 0,

0,

k k

k C k Ck k

k C k

k

k C k

G t G tn n n n
G t G t

t

t
t







    


  


  







 
    

   


  

 


   







 











 




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2
2

2

2
2

4 1
4 4 5

1

5 1
5 4 5

1 0,

0.

k C k

k

k C k

t
t

t








  


  








  

 


   

 

 










 

Usually, evaluating explicit expressions for the MLE's of  1 2 5α , , , ,     is not easy. So, numerical techniques 
are required to calculate the MLE's of these parameters. In the following special cases, the MLE’s may be directly 
derived from the above system of equations: 
 
1)  1 1,kG t   2 1,kG t   as 20 ,k C 10 ,k C  respectively and 3 5 0;    i.e., lifetimes of the units are 

exponential. In this case, the MLE’s become 1 12 21 32 1ˆ ,n n n m    2 2 2ˆ ,m  4 3 4ˆ ,m   where
1 10 12 20 21 30 32m n n n n n n       and 2 ,m 3,m  are cardinal numbers of the sets 1,C 2 ,C  respectively. The 

variance-covariance matrix of the maximum likelihood estimator, V, may be obtained as 

  12 21 32 10 20 30
3
1

2
2
2

3
2
4

0 0

V 0 0 .

0 0

n n n n n n
m

m

m




   




 



 

 

2)  1 1,kG t   2 1,kG t  as 20 ,k C 10 ,k C respectively and 2 4 0;    i.e., lifetimes of the  units are Weibull 
with known shape parameters 1 , 2.  In this case, 1 12 21 32 1ˆ ,n n n m    3 2 3ˆ ,m   and 5 3 5ˆ ,m   also, 

  12 21 32 10 20 30
3
1

2
2
3

3
2
5

0 0

0 0 .

0 0

n n n n n n
m

m

m




    
 
 
 

  
 
 
 
  

V  

Since the systems with similar units are applied more than dissimilar ones, we also check the above results for the 
similar case. By combining states 1 and 2, the state space reduces to the following form; 
 
0.  The system is failed; 
1.  One unit is operating and another is under repair; 
2.  One unit is operating and another is in standby mode. 
 
By considering 

   1 3
2 3 2exp ,f t t t t 

  


   
     

  
 

as the density function for the life time of units, the maximum likelihood equations become  
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 
 

1

2011 21

1 1 1 1

2 1
2 2 3

1

3 1
3 2 3

0,
1 1

1 0,

0,

k

k C k

k C k

k

k C k

G tnn n
G t

t

t
t







   


  


  








   

  


   

 


   

 



















 

where,      1 2 2 3,  ,  k k k k kk C
k C

G t G t G t t t       


 and 10 11 20 21.C C C C C     The following results 
are obtained  from solving the system of equations: 
 
1) Let   1,kG t   as 10k C  and 3 0;   i.e., lifetimes of the units are exponential. In this case, 1 11 21ˆ ,n n m    

and 2 2ˆ ,m   where 10 11 20 21.m n n n n     Also, 

  11 21 10 20
3

2
2

0
.

0

n n n n
mV

m


   
 
 
 
 
   

 
Remark 1. The results of El-Gohary [3], will be obtained by considering 2,   in the above formulas. 
 
2) Let   1,kG t   as 10k C  and 2 0;   i.e., lifetimes of the system’s units are Weibull with known shape 

parameters. In this case, 1 11 21ˆ ,n n m    and 3 3 ˆ .m   Similar to the preceding case we have 

  11 21 10 20
3

2
3

0
.

0

n n n n
mV

m


   
 
 
 
 
   

 
Remark 2. The formulas which have been obtained for this case, extends the results of El-Gohary [3] to the Weibull 
distribution which is a more general distribution. 

3.2.  The Bayes estimation 

In order to obtain the Bayes estimator for the vector of unknown parameters  1 2 5α , , , ,     the following 
assumptions are adopted: 
 
A1:  1, 2,3, 4,5 ,s s   behave as independent random variables, 
A2:  1, 2,3, 4,5 ,s s   has prior density function  . ,

s
h  

A3: The loss function when the vector α  is estimated by α̂ is quadratic. 
 
By a calculation process similar to [3], we will arrive at our main theorem which gives the thr  moment of the 
marginal posterior pdf of  1, 2,3, 4,5 .s s   
 
Theorem 1. The thr moment of the marginal posterior pdf of  1,2,3, 4,5s s   are given by 

 
 

1 2 3 4 5Φ , , , ,
,  1, 2,3,4,5,  1,2,

Φ 0s

s s s s sr r r r r r
s r

    
    

     
(3.1) 

where, ks  is the Kroneker delta, and 
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   

   

10 10 20 20 30 3212 21
1 4

1 8

1 2 3 4 5 6 7 8

3012 21 32 1 4 1

1

1

1 2 3 4 5
0 0 0 0 0 0 0 0

1 1 1 1
Θ

                                

                               

Φ , , , ,

1

 

1
n n n n n nn n

l l
l l

l l l l l l l l

nn n n l l u

u u u u u D

h d


   




       

    

 

 







       2 2 2 3 7 8 3 2 3 4 5 6 5 4

5

2Θ

,em l l l l m l l uh d        





       
   



            



 

 

where 

 

 

31 2
1 1

1 2 3

1 2 10 1 2 10 1 2 121 2 3

54
2

4 5 6

1 2 20 1 2 20 1 24 5

1 1
2

1 1 1

1
1

1

11

1

1

1

1 1

,   ,   ,

,   ,   

j j j

l l l

j j

l l l

j j j

j j

ll l

l k l k l k
k k k n k k k n k k k n

ll

l k l k l
k k k n k k k n k k k

G t t t

G t t

 



  

  



  

 



           



          

  

  

     

   
6

2

216

7 8
1 1

7 8 1 8

1 2 30 1 2 327 8

1

8
1

1

11 1

1

1 1

,

,   ,   .

j

j j i
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and  Θ 1,2,3,4,5

   is the domain of .  

 
Theorem 2. Under assumptions A1-A3, we have: 
 

(i) The Bayes estimator for  1,2,3, 4,5s s   is 

   
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(ii) The minimum posterior risk associated to the Bayes estimator  1,2,3, 4,5s s 
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Proof. By taking 1,2r   in (3.1), the desired result follows immediately.  

3.2.1. Similar units 

 Under the assumptions A1-A3, we can obtain the following results for the systems with similar units. 
 

(i) The Bayes estimator for  1, 2,3s s   is 
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3.3.  Example 

Dissimilar case: Let 1  has a Beta prior pdf  
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also, let all the parameter  2,3,4,5s s   has Gamma distribution  
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Similar case: Let 1  has a Beta prior distribution . Also let all the parameter  2,3s s   has Gamma distribution. 
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   (3.2) 

 
Remark 3. In (3.2), let 2,   then we will obtain exactly the same result of El-Gohary, [3]. 

4. A Simulation Study 

In this section, we generate three samples of size 10 of semi-Markov standby model with similar units to compare 
the results. It is assumed that the exact values of the unknown parameters used to generate the samples are 

1 22,  0.7,  0.5      and 3 1.   

Table 1 . Observations 

Sample Observation          
1 2           0 2 1 1 1 0 2 1 1 0 
2 2           1 1 1 0 2 1 1 1 0 2 
3 2           0 2 1 0 2 0 2 1 1 1 
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Table 2. Sojourn times 

Sample ௡ܶ          
1 0.651 0.472 0.487 1.36 1.247 0.001 2.364  1.365 0.218 1.707 
2 0.873 0.007 1.656 1.17 1.661 0.563 0.915  1.819 2.193 2.199 
3 2.233 0.183 0.74 0.304 1.353 1.128 2.129  1.25 0.044 1.741 

 
In obtaining Bayesian estimators of unknown parameters, we assume that 1ߙ, and 3 2ߙ  are random variables 

with prior distributions, Beta(14, 6), Gamma(25, 50) and Gamma(100, 100) respectively. 

Table 3. Estimation of parameters by different methods 

Sample  Maximum likelihood method           Bayesian method   
 3ߙ 2ߙ 1ߙ  3ߙ 2ߙ 1ߙ  
1  0.625 0.593 0.861  0.678 0.502 0.998 
2  0.75 0.323 0.71  0.714 0.473 0.979 
3  0.571 0.488 0.586  0.666 0.486 0.984 

 
Table 4 gives the percentages of relative errors for the estimators obtained by each method. 

Table 4. Relative errors(%) 

Sample  Maximum likelihood method           Bayesian method   
 3ߙ 2ߙ 1ߙ  3ߙ 2ߙ 1ߙ  
1  10.714 18.6 13.9  3.143 1 0.2 
2  7.142 35.4 29  2 5.4 2.1 
3  18.428 2.4 41.4  4.857 2.8 1.6 

 
Results of tables 3 and 4, show that the Bayesian procedure gives better estimates than maximum likelihood method.  
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